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A B S T R A C T   

People often engage in biased reasoning, favoring some beliefs over others even when the result is a departure 
from impartial or evidence-based reasoning. Psychologists have long assumed that people are unaware of these 
biases and operate under an “illusion of objectivity.” We identify an important domain of life in which people 
harbor little illusion about their biases – when they are biased for moral reasons. For instance, people endorse 
and feel justified believing morally desirable propositions even when they think they lack evidence for them 
(Study 1a/1b). Moreover, when people engage in morally desirable motivated reasoning, they recognize the 
influence of moral biases on their judgment, but nevertheless evaluate their reasoning as ideal (Studies 2–4). 
These findings overturn longstanding assumptions about motivated reasoning and identify a boundary condition 
on Naïve Realism and the Bias Blind Spot. People’s tendency to be aware and proud of their biases provides both 
new opportunities, and new challenges, for resolving ideological conflict and improving reasoning.   

1. Introduction 

Consider the propositions “God exists” or “humans are responsible 
for climate change.” When deciding whether to believe these proposi-
tions, and indeed any proposition about matters of fact, one approach is 
to impartially consider the evidence. Another approach is to think about 
how one would benefit (or not) from believing. For instance, would 
belief in God help one feel good or behave ethically? Decades of research 
show that people’s beliefs are a function of both kinds of considerations. 
People listen to evidence, but they are also “biased” in the sense that 
their judgments of what would be valuable or risky to believe affect their 
beliefs. However, popular models of belief formation assume that people 
do not want to be biased and are unaware that they ever are. In this 
paper we challenge this latter claim. Specifically, we show that people 
treat the moral value of holding a belief as a legitimate concern when 
deciding what to believe, and that as a result, people are sometimes 
aware that moral considerations have affected their current beliefs. 

The finding that people are sometimes aware of and condone their 
biases has important theoretical and practical implications. First, many 
popular models of reasoning assume that biases only affect belief un-
consciously (e.g., Kunda, 1990; Kruglanski, 1996; Pyszczynski & 
Greenberg, 1987). The possibility that biases affect belief consciously 
raises new questions about the processes that enable and constrain 
biased belief formation. Additionally, people’s ignorance of their biases 

is often cited to explain why biases are common and why disagreements 
are difficult to resolve (Frantz, 2006; Kennedy & Pronin, 2008; Pronin, 
Gilovich, & Ross, 2004; Ross & Ward, 1996). However, the possibility 
that people are knowingly biased offers a complementary explanation 
for these phenomena. It also offers new opportunities and challenges for 
debiasing beliefs (Cusimano & Lombrozo, 2021a). We discuss these 
implications in the General Discussion. Below we review the claim that 
people are typically unaware of their biases, and then argue that morally 
motivated biases are a plausible and consequential exception. 

1.1. The illusion of objectivity 

An influential model of reasoning states that, even though people are 
biased, they try not to be (Kunda, 1990; Kruglanski, 1996; Pronin, 2007; 
Pronin et al., 2004; Pyszczynski & Greenberg, 1987). The starting 
assumption for this view is that people believe that “the only legitimate 
reasons for adopting a given conclusion as true are informational” 
(Kruglanski, 1996, p. 503). Thus, accepting or rejecting an idea based on 
its perceived value would “threaten [an individual’s] conception of 
[themselves] as a reasonable, rational individual” (Pyszczynski & 
Greenberg, 1987; p. 302). So, at least consciously, people aim to hold 
beliefs that they could defend to “a dispassionate observer” and form 
beliefs “only if they can muster up the evidence necessary to support 
[them]” (Kunda, 1990; p. 482–483). In other words: People believe it is 
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bad to be biased, and so aim to be impartial and to base their beliefs on 
evidence. 

If people aim to be impartial, then they should eliminate biases when 
they detect them (Pronin et al., 2004). After correcting for these biases, 
they should think that their beliefs “follow from a relatively dispas-
sionate, unbiased, and essentially ‘unmediated’ apprehension of the 
information or evidence at hand” (Ross & Ward, 1996, p. 110). As a 
result, the only biases that should continue to exert an influence on their 
beliefs are those that they failed to detect. This line of reasoning further 
entails a constraint (sometimes called a “reality constraint”) on 
reasoning according to which people do not believe something unless 
they think that they have been impartial and the belief is backed by 
evidence (Baumeister & Newman, 1994; Festinger, 1957; Kunda, 1990; 
Kruglanski, 1996; Pyszczynski & Greenberg, 1987). 

Many studies vindicate this characterization of reasoning. People 
often assume that anyone who possesses the same evidence that they do 
will hold the same beliefs and that anyone who disagrees with them is 
biased or uninformed (Reeder, Pryor, Wohl, & Griswell, 2005; Robinson, 
Keltner, Ward, & Ross, 1995; Rogers, Moore, & Norton, 2017; Ross & 
Ward, 1996). This self-attributed impartiality persists even when people 
are demonstrably biased. For instance, people deny that they are influ-
enced by prevalent biases such as cognitive dissonance or wishful 
thinking (Pronin, Lin, & Ross, 2002; West, Meserve, & Stanovich, 2012). 
And even when people recognize their potential for bias, such as when 
they acknowledge their past biases, they still deny bias in their current 
beliefs (Ehrlinger, Gilovich, & Ross, 2005; Hansen, Gerbasi, Todorov, 
Kruse, & Pronin, 2014). Thus, people appear to operate under an “illu-
sion of objectivity” (Kunda, 1990; Pyszczynski & Greenberg, 1987) and 
to possess a “bias blind spot” (Pronin et al., 2004). We refer to this view 
of metacognition, according to which people think they are impartial, 
evidence-based reasoners, even when they aren’t, as the “Objectivity 
Illusion.” 

The Objectivity Illusion is often treated as a general (and so, nearly 
universal) description of conscious reasoning (Ehrlinger et al., 2005; 
Kruglanski, 1996; Pronin et al., 2004; Ross, 2018). Indeed, as noted 
above, an important claim of this view is that reasoning is constrained by 
a requirement to think that one’s beliefs are unbiased. Accordingly, any 
exceptions – i.e., instances in which someone is aware that they are 
biased – should be rare and unsystematic. Two notable implications 
follow: First, some common wisdom about belief is incorrect. If people 
always think they believe on evidence, then no one ever adopts a belief 
“on faith.” Second, an Objectivity Illusion recommends only one strategy 
for debiasing, namely, educating people about their biases. And it pre-
dicts that educating people about their biases should be an effective way 
to debias them, as people should always be motivated to be unbiased.1 

Here we challenge the Objectivity Illusion. We argue that people 
sometimes believe that they ought to be biased. And because people 
sometimes believe that they ought to be biased, they sometimes recog-
nize and condone biases in their current beliefs. Reasoning is not (al-
ways) constrained by a requirement to view oneself as impartial. 

1.2. Are people sometimes “Biased and Proud”? 

The Objectivity Illusion assumes that people only consider impartial, 
evidence-based reasoning to be good reasoning. This assumption is 

wrong. Studies investigating how people evaluate others’ beliefs 
demonstrate that people also consider how helpful and morally good 
beliefs are – which are partial and non-evidential qualities of belief – 
when judging whether others are justified to hold them (Cusimano & 
Lombrozo, 2021a, 2021b; Metz, Weisberg, & Weisberg, 2018; Tenney, 
Logg, & Moore, 2015). Among the different non-evidential qualities of 
belief, people place special emphasis on moral qualities. For instance, 
people judge others’ beliefs as unjustified when they are disloyal or 
disrespectful to others, even when those beliefs reflect impartial, 
evidence-based reasoning (Cusimano & Lombrozo, 2021b). Given the 
importance that people place on morality when evaluating belief, 
morally desirable biases are a promising place to look for exceptions to 
the Objectivity Illusion. 

Indeed, in many other domains, moral considerations weigh heavily 
in people’s reasoning, often overriding or resisting comparison to peo-
ple’s other goals (Baron & Spranca, 1997; Tetlock, Kristel, Beth, Green, 
& Lerner, 2000). People generally strive to view themselves as morally 
good (Blasi, 1980; Hardy & Carlo, 2005), and consider morality to be the 
most important dimension of a person’s character (Goodwin, Piazza, & 
Rozin, 2014). So even if people want to be rational, they might 
deprioritize rationality when it conflicts with being respectful, loyal, or 
protective of others. Likewise, if people evaluate their reasoning based 
on what they think others demand of them, then because others are 
likely to evaluate their beliefs against biased criteria, they should hold 
themselves to standards of belief that incorporate those biases (Tetlock, 
2002). If people license moral biases in their reasoning, or indeed 
actively want to be biased when they reason, then contrary to the Ob-
jectivity Illusion, they may not view all their beliefs as bias-free. 

But even though moral standards strongly affect people’s preferences 
and behavior, there are good reasons to doubt that people apply moral 
standards to their own factual beliefs.2 First, as noted above, when it 
comes to forming beliefs about matters of fact, the Objectivity Illusion 
remains the dominant view. Second, some prior work has shown that 
people evaluate their own and others’ beliefs differently. For instance, 
people tend to think that others have voluntary control over their beliefs 
(Cusimano & Goodwin, 2019) while denying that they themselves do 
(Cusimano & Goodwin, 2020). Additionally, people are more likely to 
express outrage at others’ politically incorrect beliefs than their own 
(Cao, Kleiman-Weiner, & Banaji, 2019). And third, feeling convinced of 
one’s objectivity brings certain benefits, such as guarding beliefs from 
criticism and making people more persuasive (Schwardmann & van der 
Weele, 2019; von Hippel & Trivers, 2011). So, despite evidence that 
people value moral biases in others’ beliefs, they may not think that they 
themselves should be (or ever are) morally biased. 

It is an open question how people evaluate their own reasoning in 
domains where they associate beliefs with moral value (and so are likely 
morally biased). If people remain unaware of their biases, or reject their 
biases as unjustified, such results would vindicate the Objectivity Illu-
sion as a near-universal description of conscious reasoning. On the other 
hand, if people recognize and condone their biases, then this would 
constitute an exception to the Objectivity Illusion with implications for 
metacognition, critical thinking, and conflict resolution. 

1.3. The current studies 

Two lines of research yield conflicting predictions about the stan-
dards that people hold themselves to when forming beliefs, and 
accordingly, whether people are ever aware of (or endorse) their own 1 Of course, people may not always be able to correct their beliefs. For 

instance, people sometimes have intuitions that on reflection they think are 
irrational but that they cannot dismiss (Risen, 2016; Walco & Risen, 2017). 
These irrational intuitions likely constitute one kind of systematic exception to 
the Objectivity Illusion, as they are beliefs that people hold but acknowledge as 
irrational. The Objectivity Illusion predicts that people should be motivated to 
correct these beliefs (and if they cannot correct them, then judge them nega-
tively). Based on the studies we report below, people may want to maintain 
irrational intuitions when they seem to have moral benefits. 

2 Note that we are not concerned with moral beliefs (such as “murder is 
wrong”). We are concerned with beliefs about matters of fact that (may) have 
moral value. Also, we are not concerned with people’s preferences to ignore 
moralized information when making decisions (e.g., Tetlock et al., 2000, on 
“forbidden base rates”). Instead, our studies investigate people’s motivation to 
consider morality when forming beliefs. 
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motivated reasoning. The “Objectivity Illusion” view predicts that peo-
ple will judge their beliefs to be justified based on impartial, evidence- 
based reasoning even when they are morally biased. The alternative 
“Biased and Proud” view predicts that people consciously incorporate 
the moral quality of a belief into their self-directed belief evaluation. 
Accordingly, people should sometimes evaluate their beliefs based on 
their moral quality and approve of moral biases in their reasoning. We 
report four studies that test these competing predictions. Studies 1a/1b 
investigate whether people always think that their beliefs are backed up 
by evidence, or alternatively, whether people sometimes hold beliefs 
that they regard as morally good but not supported by evidence. Studies 
2–4 build on these results in three ways. In these studies, we induce 
morally motivated reasoning and demonstrate that people’s self- 
attributions of bias are sensitive to the presence of bias in their 
reasoning. Second, we demonstrate that, when people engage in morally 
motivated reasoning, the well-known “bias blind spot” disappears. And 
third, we demonstrate that people acknowledge and approve of one 
specific mechanism of biased reasoning – namely, biased hypothesis 
testing. Table 1 displays competing predictions from the Objectivity 
Illusion and Biased and Proud models and notes what we observed 
across each study. 

1.3.1. Defining bias 
Throughout this paper, we refer to belief formation as “biased” if it 

incorporates considerations – such as the costs or benefits of belief – that 
are unrelated to the accuracy of the belief (Cusimano & Lombrozo, 
2021a). Moral biases concern the moral costs and benefits of adopting a 
belief. In our studies, moral concerns include whether the belief promotes 
morally good behavior (Study 1), is respectful (Studies 2–3), or is risky 
(Study 4). For example, someone would be biased if they held a belief 
because it was morally desirable and not because it reflected their evi-
dence. Studies 1a and 1b show that people hold beliefs that they think 
lack evidence but are morally desirable. Additionally, someone might be 
morally biased if they hold beliefs to different evidentiary standards 
based on the moral risks of accepting or rejecting those beliefs (Cusi-
mano & Lombrozo, 2021a). Such a person might be motivated to be 
accurate, and to believe based on evidence, but they would nevertheless 
be biased because they are more likely to accept beliefs that they 
consider morally safe relative to beliefs they consider morally risky. 
Studies 2 and 3 demonstrate “motivated skepticism” consistent with this 
kind of bias. Study 4 then provides direct evidence that people license 
this bias in their beliefs. Finally, our focus is purely descriptive: We take 
no stand on whether people ought to be biased or unbiased (as we define 
these terms). We will return to this point in the General Discussion. 

1.3.2. Transparency and openness 
For all studies, all sample sizes, exclusion criteria, and statistical 

analyses were preregistered. Experimental materials, data, analyses 
(annotated R scripts), and pre-registrations are available on Research-
Box: https://researchbox.org/150. An online supplement is available; 
Table A1 in Appendix A summarizes its contents. All studies were 
approved by the Offices of Research Ethics at Princeton University and 
Yale University. 

2. Studies 1a – 1b 

The Objectivity Illusion and Biased and Proud models of reasoning 
make different predictions about the metacognitive position that people 
take toward their morally valuable factual beliefs. The Objectivity Illu-
sion predicts that introspection concerning the basis for a given belief is 
dominated by thinking about one’s evidence. Accordingly, when people 
think about what they believe, how justified they are to believe it, and 
why they believe it, they focus solely on the evidence that they call to 
mind. Of course, people may notice that some beliefs have benefits that 
others do not, but after accounting for how they think about their evi-
dence, these value judgments should not affect whether they accept a 
given belief or how justified they take themselves to be in that belief. In 
other words, the Objectivity Illusion predicts that people should never 
say of one of their beliefs that they lack evidence for it. 

Our alternative “Biased and Proud” model is not so strict. On this 
view, when people assess whether they should believe something, or 
how justified their beliefs are, they think it is appropriate to consider the 
potential benefits of believing it separately from the evidence they have. 
Accordingly, when people evaluate their beliefs, they might draw on 
both their subjective assessment of the evidence, and separately, the 
benefits they associate with belief. Over time, these moral judgments 
may potentiate belief, which would result in people holding some beliefs 
that they associate with moral value but not evidence. This process 
would entail that, if we examine a large set of someone’s beliefs, their 
judgments about the moral quality of those beliefs should incrementally 
predict how they evaluate them over and above how much evidence 
they think they have. In other words, people should sometimes hold 
beliefs despite thinking that they lack evidence for those beliefs, espe-
cially when those beliefs are associated with moral value. 

We test these opposing predictions in Studies 1a and 1b. To this end, 
we measured participants’ introspective reports of confidence, belief, 
and justification, and then tested whether these judgments were pre-
dicted solely by self-assessed evidence or were also predicted by the 
perceived moral value of the belief. As a secondary goal, these studies 
tested whether participants’ evaluations of their beliefs were incre-
mentally predicted by how pragmatically (so, non-morally) desirable 
they rated those beliefs to be. Consistent with prior work finding that 
people routinely deny that they ever engage in mere wishful thinking, 
we expected that participants would judge merely pragmatic (non- 
moral) desirability to be an illegitimate influence on their belief. We 
therefore predicted that, consistent with the Objectivity Illusion, these 
qualities of belief would not incrementally predict their subjective belief 
evaluations. 

One challenge we faced was reliably measuring people’s introspec-
tive judgments. For instance, we were concerned that any one way of 
measuring perceived evidence for a belief might fail to fully account for 
how people appraise the quality and quantity of information that in-
forms their attitudes. Additionally, we worried that any association we 
observed between judgments of evidence, moral and pragmatic belief 
value, and other metacognitive judgments, might be particular to 
whatever beliefs we happened to measure, rather than more general 
features of people’s introspective belief evaluation. To address these 
concerns, we conducted two studies, 1a and 1b, that measure the same 

Table 1 
Predictions from the Objectivity Illusion and Biased and Proud models of reasoning and metacognition in Studies 1–4.   

Predictions Observations 

Phenomenon Objectivity illusion Biased and proud Observed Study 

Subjectively, moral value predicts belief and belief evaluation beyond evidence. – ✓ ✓ Studies 1a/1b 
Self-attributions of moral bias are sensitive to the presence of moral bias. – ✓ ✓ Studies 2–4 
Endorsement of moral biases. – ✓ ✓ Studies 2–4 
Greater attributions of moral bias to others compared to self. ✓ – – Study 3  
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metacognitive judgments but with different measures and on different 
sets of beliefs. Allaying our concerns, the two studies replicated each 
other. Given large overlap in procedures and findings, we report Studies 
1a and 1b together. 

2.1. Methods 

2.1.1. Participants 
In Study 1a, we recruited 122 adults (61% reported male, 39% re-

ported female, mean age 38 years) from Amazon Mechanical Turk 
(MTurk). An additional 25 participants were excluded for failing an 
attention check.3 In Study 1b we recruited 225 adults from Prolific (58% 
reported female, 38% reported male, 4% reported intersex or preferred 
not to disclose, mean age 36 years) using the same recruitment criteria. 
No participants or data points were removed prior to data analysis. For 
both studies, participation was restricted to users with a US-based IP 
address and a 95% approval rating based on at least 1000 prior tasks. 

2.1.2. Beliefs 
Appendix B contains the full text of each proposition we examined in 

Studies 1a and 1b. In Study 1a, we used nine topics designed to produce 
wide variation in perceived moral and pragmatic value both within and 
between participants. Three topics concerned propositions that are often 
(but not always) associated with high moral and pragmatic value, 
including (i) whether God exists, (ii) whether people have free will, and 
(iii) whether people ultimately get what they deserve (i.e., Karma is 
real). Three topics concerned politicized propositions, including (iv) 
whether genetically modified foods are safe to eat, (v) whether immi-
gration is good for the United States’ economy, and (vi) whether the 
climate is warming due to human activity. And lastly, three topics 
concerned propositions without any obvious moral, political, or prag-
matic value, including (vii) whether black holes exist, (viii) whether 
there are more than 35 million different species in tropical rainforests, 
and (ix) whether social media (like Facebook) is bad for people’s mental 
health. It was not important whether participants categorized these 
propositions as moralized, politicized, or pragmatic, but only that these 
propositions generated variation in perceived moral and pragmatic 
value. Participants in Study 1a saw all nine topics (in a randomized 
order) and responded to every dependent measure, described below, for 
each. 

In Study 1b, we expanded the set of topics. Several beliefs used in 
Study 1b were drawn from 1a, including (i) whether God exists, (ii) 
whether Karma is real, (iii) whether GMFs are safe to eat, and (iv) 
whether people have free will. The remaining eleven beliefs were new, 
including (v) whether ghosts/spirits exist, (vi) men tend to score higher 
than women on standardized math tests, (vii) women score higher than 
men in most leadership skills, (viii) heaven is real, (ix) the participant 
will avoid getting a serious illness (like cancer) in their lifetime (“I will 
avoid getting a serious illness…”), (x) scientists will discover the cure for 
cancer in the next 10 years, (xi) there is still time to significantly reduce 
the effects of global climate change, (xii) the participant has an implicit 
bias against minorities (“I have an implicit bias against minorities”), 
(xiii) animals, like pigs and cows, feel emotions just like humans do, 
(xiv) on January 6th, Trump conspired to overturn the election, and (xv) 
police in the United States tend to be biased against black people. Par-
ticipants in Study 1b saw five of these fifteen topics (selected randomly 
and presented in a randomized order) and responded to every dependent 
measure, described below, for each. 

2.1.3. Procedure 
For both Studies 1a and 1b, our primary outcomes were (i) certainty 

toward the proposition, (ii) endorsement of the proposition, and (iii) 
evaluations of how justified one is to believe the proposition. We also 
measured metacognitive judgments of (iv) perceived evidence for the 
proposition, (v) moral value of believing the proposition, and (vi) 
pragmatic value of believing the proposition. We measured these judg-
ments in the order described below. 

2.1.3.1. Certainty. Participants first reported their subjective confi-
dence in the proposition. In Study 1a, they were asked, “How certain are 
you of the following claim?”, read the text of the proposition (e.g., “God 
exists”, and responded using an 11-point scale with anchors at 0% 
(Certain it is false), 50% (Completely uncertain), and 100% (Certain it is 
true). In Study 1b, we asked participants to rate how confident they were 
in the proposition, and to respond using a 7-point rating scale (1: 
extremely confident this is false, 7: extremely confident this is true). 

2.1.3.2. Evidence. On the next page, participants were asked to consider 
their evidence for the proposition and to indicate the confidence that 
their evidence warranted. In Study 1a, we employed a thought experi-
ment based on Kunda (1990)’s supposition that people form beliefs 
based on what they can defend to an impartial, dispassionate observer: 

Imagine that you were speaking with someone who was 100% 
perfectly open-minded and willing to carefully listen to and trust 
you. You have as much time as you want to share all of the evidence 
and arguments you have in favor and against believing that [God 
exists]. This person will form a belief based on what you provided 
them. However, this person is also perfectly objective, logical and 
rational and will only form a belief that they consider to be perfectly 
justified. Based on the evidence you can provide to this person, what 
would they estimate is the probability that [God exists]. 

Participants responded using the same scale that we used to measure 
certainty. 

Study 1b measured evidence in a different way to account for the 
possibility that people believe they possess “private” evidence that they 
cannot convincingly share with others. To this end, we asked partici-
pants how much evidence they have and told them that evidence could 
include “personal experiences that you’ve had,” “testimony that you 
have heard from sources that you consider to be reliable (like eyewit-
nesses, experts, or the news)” and/or “high-quality scientific studies that 
you’ve learned about.” They then rated their agreement with four 
statements designed to get them to think about the reasons they have for 
and against the belief, including “I have evidence that [God exists]”, “I 
have evidence that [God does not exist]”, “I am aware of rational ar-
guments about why [God exists]”, and “I am aware of rational argu-
ments about why [God does not exist].” Then participants responded to 
our primary measure of evidence, which asked them “Overall, when I 
think about things rationally and objectively, the evidence and argu-
ments that I have suggest that it is” and then selected an option from a 
scale that ranged from 1 (“Extremely likely that [God does not exist]”) to 
4 (“Equally likely that [God does not exist] and [God does exist]”) to 7 
(“Extremely likely that [God exists]”). 

2.1.3.3. Belief and knowledge endorsement. On the next page, partici-
pants reported whether they endorsed the proposition. To measure 
belief endorsement, participants were asked, “Overall, what is your 
stance about whether [God exists]?” and could answer by reporting that 
they held a confirmatory belief (e.g., “I believe that [God exists]”), a 
disconfirmatory belief (e.g., “I believe that [God does not exist]”), or 
that they are withholding belief (e.g., “I am undecided about whether 
[God exists]”). Studies 1a and 1b measured belief endorsement the same 
way. Study 1a also asked participants whether they have knowledge on 
the topic, using the same scale. 

3 For one of the nine beliefs, selected at random, a free response attention 
check appeared on the page after participants reported their agreement with the 
non-evidential value questions described in the methods. To pass the check, 
participants had to describe the belief that they had just been making judg-
ments about. Responses to this attention check were coded by the first author 
prior to data analysis. We did not include an attention check in Study 1b. 
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2.1.3.4. Justification. Participants then reported how justified they felt 
in their belief. Participants who had just endorsed a belief in the prop-
osition were asked to what extent they agree or disagree with the 
statement, “I am justified to believe that [God exists].” Participants re-
ported their agreement on a 7-point rating scale anchored at 1 
(“completely disagree”) and 7 (“completely agree”). Studies 1a and 1b 
used the same measure of justification.4 

2.1.3.5. Moral and pragmatic value. In Study 1a, participants were told 
to think about whether “there would be benefits to believing that [God 
exists] even if it was not true” and then reported their agreement with 
four statements. Two statements described possible moral benefits, 
including (i) “Even if it weren’t true, it would make me a more useful 
and helpful person to society by believing that [God exists]” and (ii) 
“Even if it weren’t true, believing that [God exists] would make me a 
better friend and family member.” These benefits are distinctly moral 
because they accrue benefits to others, rather than to oneself. By 
contrast, two other items describe effects of belief that make the belief 
desirable to the believer, but otherwise lack a clear moral justification, 
including (iii) “Even if it weren’t true, life would be easier for me if I 
believed that [God exists]” and (iv) “Even if it weren’t true, people 
would like me more if I believed that [God exists].” Participants reported 
their agreement on a 7-point rating scale anchored at 1 (“completely 
disagree”) and 7 (“completely agree”). 

Study 1b measured the same four judgments but changed the ques-
tion format. Participants now judged whether the belief would have 
moral or pragmatic benefits assuming they had no evidence one way or 
the other. And, the response scales were converted to be bimodal. For 
instance, one of the moral value questions now read, “Assume you had 
no evidence one way or the other. What effect would believing that [God 
exists] have on how useful and helpful you are to society?”, and par-
ticipants provided a response on a scale from 1 (“much less useful/ 
helpful”) to 7 (“much more useful/helpful”). 

2.1.4. Reasons for belief 
Study 1b included one measure that Study 1a did not include in any 

form. As the last question for each proposition, participants who had 
reported believing the proposition were given the following prompt, 
“For each of the reasons below, indicate how much that reason - from 0% 
to 100% - explains why you believe that [God exists].” Below this 
prompt were six items, each with a scale that ranged from 0% (not at all 
explains) to 100% (completely explains). Participants’ responses to the 
scales had to sum to 100. The first item always cited evidence (“I have 
evidence for this belief”). The last item was always a catch-all for other 
or unknown reasons (“Other reasons”). The middle four items stated 
each of the four value judgments measured above as potential reasons, 
including the two moral value items (“Believing this makes me a better 
person” and “Believing this makes me a more useful and helpful person 
to others”), and the two pragmatic value items (“Believing this makes 
others like me” and “Believing this makes my life easier”). These four 
items were displayed in a randomized order. 

At the end of the survey, participants reported their sex and age. 

2.2. Results 

We examined whether perceived moral value or pragmatic value 

incrementally predicted each of our primary outcomes – which included 
(i) one’s certainty or confidence in the proposition, (ii) one’s endorse-
ment of the proposition, and (iii) how justified one feels believing the 
proposition, all after accounting for self-attributions of evidence. 
Because of the large number of measures, and because results were the 
same across measures and study, we will provide only a summary of the 
results here. Detailed reporting can be found in Supplemental Materials 
#1 and #2. 

Perceived evidence for belief strongly predicted every metacognitive 
judgment in both Study 1a and 1b, no matter whether moral value or 
pragmatic value was included in the model (ps < .001). However, even 
after accounting for self-assessments of evidence, the perceived moral 
value of belief incrementally predicted certainty (Study 1a: b = 2.80, SE 
= 0.35, df = 756.27, t = 7.96, p < .001), confidence (Study 1b: b = 0.21, 
SE = 0.03, t = 7.61, p < .001), belief endorsement (Study 1a: b = 0.30, 
SE = 0.11, z = 2.76, p = .006; Study 1b: b = 0.61, SE = 0.15, z = 4.13, p 
< .001), and in Study 1a, knowledge endorsement (b = 0.49, SE = 0.18, 
z = 2.76, p = .006; Study 1b did not measure knowledge endorsement). 
Among participants who reported believing the proposition, and con-
trolling for perceived evidence, those who associated the proposition 
with moral value felt more justified in their belief relative to participants 
who did not (Study 1a: b = 0.08, SE = 0.02, df = 138.28, t = 3.24, p =
.002; Study 1b: b = 0.18, SE = 0.03, t = 5.14, p < .001). In all cases, a 
model that included the perceived moral value of belief as a covariate 
did a substantially better job predicting belief and metacognitive judg-
ment compared to evidence-only models (ps < .001). 

By contrast, variation in the perceived pragmatic benefits of belief 
was a poor predictor of belief and metacognition. In Study 1, models that 
included pragmatic value did not substantially improve model fit over 
evidence-only models (ps > .19). In Study 1b, pragmatic value incre-
mentally predicted certainty (b = 0.12, SE = 0.03, t = 3.67, p < .001), 
justification (b = 0.09, SE = 0.04, t = 2.30, p = .021), and belief 
endorsement (b = 0.34, SE = 0.14, z = 2.4, p = .016). However, this may 
have been because, despite our attempts to generate items that inde-
pendently varied in moral and pragmatic desirability, ratings of moral 
and pragmatic desirability were highly correlated in this study (r = .53). 
In exploratory analyses, we found that, when included together in the 
same model (alongside perceived evidence), moral value continued to 
incrementally predict participants’ judgments, but pragmatic value did 
not. Across all outcomes, once perceived moral value was included in 
the model, adding pragmatic value did not improve model fit. But 
adding moral value to a model that included pragmatic value both 
improved model fit (ps < .001) and eliminated the predictive power of 
pragmatic value. 

Finally, we analyzed what participants in Study 1b cited as reasons 
for why they held the belief. To calculate the total proportion of their 
belief that they explained by appeal to moral reasons, we added together 
their responses to the two moral reason items. We then did the same for 
the two pragmatic reason items to calculate the total proportion of 
pragmatic reasons. On average, participants cited evidence as the 
strongest reason for their belief (M = 59, SD = 35). Moral reasons were 
the second most cited (M = 16, SD = 21), followed by the catch-all item 
“Other reasons” (M = 13, SD = 25), followed by pragmatic reasons (M =
12, SD = 19). Participants were more likely to cite the moral benefits of 
belief as reasons for their belief when they associated those beliefs with 
moral benefits, r(520) = 0.28, p < .001, 95% CI [0.19, 0.35]. Partici-
pants were overall less likely to cite the pragmatic benefits of belief than 
the moral benefits of belief as reasons, t(521) = 3.13, p = .002, 95% CI 
[1.35, 5.91]. However, they were also more likely to cite pragmatic 
reasons as reasons for why they held a belief when they associated the 
belief with pragmatic benefits, r(520) = 0.22, p < .001, 95% CI [0.13, 
0.30]. 

2.2.1. Demonstrating a clear counterexample to the Objectivity Illusion 
Recall that the Objectivity Illusion states that people should never 

say of one of their beliefs that they lack evidence for it. We conducted 

4 Participants who reported either that they believe the opposite, or that they 
are withholding belief, were told, “We now want you to think about how 
justified you would be if you did decide to believe that [God exists]” and to 
“Assume that you have not learned anything new or forgotten anything that you 
know.” They then reported their agreement with the statement, “I would be 
justified to believe that [God exists].” This measure of justification showed the 
same results as our primary measure, but because it did not concern an actual 
belief participants held, only indirectly speaks to our hypothesis. 
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additional, exploratory analyses to directly test this claim. To this end, 
we split all trials across Studies 1a and 1b into those in which partici-
pants reported that their evidence favored the proposition in question (i. 
e., their evidence rating was above the midpoint of the scale), and those 
in which they reported that their evidence did not favor the proposition 
(i.e., all other trials). By and large, participants believed propositions 
when their (perceived) evidence favored them (90%) and disbelieved 
them when their evidence did not (17%). Moreover, consistent with the 
Objectivity Illusion, participants’ beliefs aligned with evidence whether 
they found the belief pragmatically beneficial or not (Fig. 1A). 

However, participants sometimes did report believing a proposition 
despite thinking that the belief was not favored by their evidence. 
Indeed, as we expected, participants held beliefs like this when the belief 
was associated with high moral value (Fig. 1B). Among the top quintile 
of morally desirable beliefs, when participants indicated that their evi-
dence did not favor the proposition, they nevertheless believed it in 43% 
of trials. And in these trials, participants generally felt justified in their 
belief, with the average justification rating equaling 4.92 (SD = 1.54, 
median = 5), on a 7-point scale. Common beliefs that participants 
endorsed (despite thinking they lacked evidence) included, “animals 
experience suffering the same way that humans do,” “people have free 
will,” “God exists,” and “Police are biased against minorities.”5 

2.3. Discussion 

One of the central claims of the Objectivity Illusion view is that 
people treat the evidence that they think they have as the only relevant 
feature to their believing it. Accordingly, people should never say of a 
proposition that they believe it but that they lack evidence for it. Studies 
1a and 1b supported this claim for beliefs that people associate with 
pragmatic benefits. In Studies 1a and 1b, variation in participants’ 
judgments that a belief would be pragmatically desirable did not predict 
the likelihood that they would endorse the proposition or how justified 
they thought their belief was (after accounting for their subjective 
evaluations of their evidence). We found the same results in Study 1b 
once accounting for the perceived moral value of belief. And finally, 
participants rarely cited the pragmatic benefits of belief as reasons for 
holding the belief. 

However, participants thought about the moral value of their beliefs 
in a way that challenges the Objectivity Illusion. Across Studies 1a and 
1b, participants who thought that believing a proposition would provide 
them moral benefits were more likely to report a belief in the proposi-
tion, and more likely to feel justified in their belief, holding constant 
their perceived evidence. Indeed, when believing something was 
thought to be especially morally valuable, participants were most likely 
to believe it, and feel justified to do so, despite thinking that their evi-
dence did not favor the belief. And in Study 1b, we found that partici-
pants were more likely to cite moral considerations as reasons for their 
belief when those beliefs conferred moral benefits. The relative strength 
of moral value, but not non-moral value, as an influence on meta-
cognitive judgments is consistent with the observation that people 
believe that moral value, but not non-moral value, is a legitimate in-
fluence on belief (Cusimano & Lombrozo, 2021b). These results were 
robust to two different methods for measuring perceived evidence, to 
two different ways of measuring the perceived moral and non-moral 

value of belief, and across studies that asked participants to introspect 
about different sets of beliefs. 

In summary, people do not appear to evaluate their beliefs based 
solely on the evidence that they think they have for them. And people do 
not think that all their beliefs are supported by an impartial evaluation 
of their evidence. Instead, people sometimes endorse beliefs, and feel 
justified doing so, when they derive moral benefits from the belief. In 
other words, across a range of commonplace beliefs, people appear to 
believe that they are morally biased and appear to condone their biased 
beliefs. However, Studies 1a and 1b do not demonstrate that people 
accurately appraise their reasoning. Indeed, participants may have been 
suffering from an ironic lack of insight by underestimating the extent to 
which their beliefs are unbiased. This is an important limitation: If 
psychologists want to leverage people’s awareness of their biases, it is 
important to know whether people accurately diagnose their biases. 
Studies 2–4 address this limitation by inducing morally motivated 
reasoning and then showing that people self-attribute bias commensu-
rate with the influence of bias in their judgment. 

3. Study 2 

In Study 2 we induced morally biased reasoning and then examined 
whether participants were aware of their bias and whether they 
approved of it. Here the key challenge we faced was finding a candidate 
proposition that was both morally and evidentially ambiguous from the 
perspective of our target population, and one that we could experi-
mentally manipulate using real-world data. The proposition we identi-
fied was: “On average, Black people tip less than White people.” The 
moral status of this belief is the subject of ongoing debate in moral 
philosophy (e.g., Basu, 2018, 2019; Gardiner, 2018), and this contro-
versy inspired us to investigate it. But while this topic is morally 
controversial, it is not widely discussed. So, coming into the study, 
participants were unlikely to have much evidence on the matter. Thus, 
this belief is morally and evidentially ambiguous, and therefore an ideal 
target for our investigation. 

We found two studies published in the 1990s – Lynn and Graves 
(1996) and Mok and Hansen (1999) – that investigated racial differ-
ences in tipping behavior and that form a naturally-occurring near- 
minimal pair. These two studies used highly similar methods: They 
recruited similar sample sizes and both recruited participants from 
restaurants in Houston, Texas. They used similar interview methods to 
gather data, used similar response scales, and investigated and re-
ported on the same questions about what factors predict tipping. They 
also reported the same findings about what factors do and do not 
predict tipping behavior – with one important exception. Lynn and 
Graves (1996) found that on average ethnic minorities tip less than 
Whites, even after controlling for other variables; Mok and Hansen 
(1999) found no difference in tipping behavior between ethnic mi-
norities and Whites. Thus, these two studies are nearly identical with 
respect to their scientific merit and conclusions but differ in that one 
reports a morally controversial finding and the other does not. In Study 
2 we randomly assigned participants to read about one of these two 
studies and then measured their reactions. 

In the face of undesirable new information, people exhibit “moti-
vated skepticism” such that they more heavily scrutinize that informa-
tion and raise the standard of evidence required to believe it (Ditto & 
Lopez, 1992; Edwards & Smith, 1996; Gilovich, 1991; Plunkett, Buchak, 
& Lombrozo, 2020). Given that the potential harm of falsely accepting 
Lynn and Graves’ (1996) finding is greater than the potential harm of 
falsely accepting Mok and Hansen (1999) finding, we predicted that 
participants would judge Lynn and Graves (1996) more harshly, but only 
when they learned the results of the study (rather than just the methods 
of the study). This reaction would constitute morally motivated skepti-
cism. However, we have found in prior work (on evaluations of others’ 
beliefs) that people believe that motivated skepticism, when done for 
moral reasons, is justified (Cusimano & Lombrozo, 2021b). Thus, we 

5 A few readers have wondered if this finding represents a kind of dumb-
founding (reminiscent of ‘moral dumbfounding’ in the moral judgment litera-
ture). It does not. Dumbfounding refers to a phenomenon in which people 
remain stubbornly committed to a claim despite self-consciously lacking any 
defensible reason for it (Royzman, Kim, & Leeman, 2015). Participants in our 
studies do not think that their beliefs lack any defensible reason. Even though 
participants think they lack evidential reasons to justify their belief, they also 
think that they possess moral reasons that justify their belief. At most people 
may be epistemically dumbfounded, but they are not overall dumbfounded. 
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further predicted that people would be aware of their morally motivated 
skepticism and that they would condone it. 

When documenting motivated reasoning it is important to rule out 
information-based explanations for differences in people’s beliefs. In the 
context of racial differences, people might be unbiased (in the sense of 
being consistent with Bayesian reasoning) to reject a study documenting 
racial differences if they come into the study with a lot of evidence that 
there are no racial differences (Baron & Jost, 2019; Jern, Chang, & 
Kemp, 2014; Koehler, 1993; Lord, Ross, & Lepper, 1979). We can rule 
out such information-based explanations in the current studies. A pilot 
study (N = 200) that we conducted on Prolific found that when partic-
ipants give their “best guess” about the tipping practices of Black and 
White customers, they on average assume that Black people tip less than 
White people, t(199) = − 7.18, p < .001, 95% CI [− 1.08, − 0.62]. We 
replicate this finding in Study 3, reported below, using a different 
method for probing prior belief. More importantly, participants whose 

prior guesses favor racial differences in tipping, and participants whose 
prior guesses favor no racial differences, are on average both highly 
unconfident in their guess, and equally (un)confident in their guesses. 
Thus, based on purely information-based reasoning, participants should 
update their beliefs the same amount (or their beliefs should slightly 
favor evidence of racial differences) when presented with equally strong 
new evidence for or against racial differences (see Supplemental Mate-
rials #6). However, we predicted that participants would favor the 
morally safe belief (that there are no racial difference) over the morally 
risky one (that there are racial differences). 

3.1. Methods 

3.1.1. Participants 
We recruited 1070 participants (48% Male, 50% Female, 1% unre-

ported or other, mean age = 36 years) from Prolific. Participation was 

Fig. 1. Across Studies 1a/1b, the proportion of propositions believed (and standard error) grouped by perceived pragmatic benefit rating (top) and perceived moral 
benefit rating (bottom) quintiles. Belief rates are further divided into trials in which the participant provided subjective evidence ratings that favored the belief over 
its opposite (solid line) and trials in which the participant provided subjective evidence ratings that did not favor belief (dashed line). 
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restricted to users currently living in the United States and with a 95% 
approval rating based on at least 150 prior tasks. As preregistered, we 
excluded data from another 130 participants who incorrectly answered 
an attention check. 

3.1.2. Design 
Participants were randomly assigned to read a description of either 

Lynn and Graves (1996) or Mok and Hansen (1999). We will refer to the 
Lynn and Graves (1996) condition as “Race-Different,” because this 
study reports racial differences in tipping, and the Mok and Hansen 
(1999) condition as “Race-Same.” The descriptions that participants 
read comprised a thorough summary of the methods of the studies (see 
Appendix C for full text). We also manipulated whether participants 
then read about the questions the experimenters were trying to answer 
(“methods-and-goals” condition) or what results the experimenters re-
ported (“methods-and-results” condition). For instance, in the methods- 
and-goals condition, participants read that the authors were interested 
in, among other things, studying whether “demographic factors (sex, 
age, and ethnicity)” predict tipping behavior. This description of the 
study goals did not differ across the race-same and race-different con-
ditions. In the methods-and-results condition, participants read a short 
summary of what each study found. In the race-same condition, part of 
the results description included, “there was no variation across different 
demographic variables,” while the race-different condition included, 
“White respondents left larger tips (even after controlling for the other 
variables) than did non-white respondents” (see Appendix C for full 
text). Participants were randomly assigned to one of these four condi-
tions at the beginning of the study. 

We also asked participants to self-attribute (and evaluate) two 
different kinds of moral bias. One form of moral bias reflected the kind 
that we predicted would affect participants’ reasoning, namely, judg-
ments that it is disrespectful to form beliefs about others based on their 
race (hereafter, “race-respect bias”). The second was a similar norm 
against forming beliefs about others based on their sex (hereafter, “sex- 
respect bias”), but one that was irrelevant with respect to what either 
study reported finding. Including this form of bias helps us rule out an 
alternative explanation for our anticipated results according to which 
people self-attribute apparently desirable moral biases merely because 
they identify them as desirable (rather than because those biases played 
any detectable role in their reasoning). 

3.1.3. Procedure 
Participants first read a brief introduction to the topic of tipping. This 

introduction noted that social scientists are interested in studying how 
people spend money, and that many have specifically investigated what 
factors predict how people tip. Participants then read a 230-word 
description of either the Race-Different or Race-Same study. This 
description provided details about the methods and procedures used in 
each study, including where the study was located, the number of par-
ticipants recruited, and how the authors collected demographic data. 
Then, on the next page, participants read either about the goals or the 
results of the corresponding study. After reading about the study, par-
ticipants (i) evaluated the quality of the study, (ii) reported whether they 
believed the results of the study, (iii) rated the moral acceptability of 
forming beliefs about tipping behavior based on different factors, and, 
(iv) self-attributed and self-evaluated bias (Fig. 2). 

3.1.3.1. Study quality. After reading about the study, participants 
evaluated five dimensions of the study’s quality. These included, (i) “this 
was a high-quality study,” (ii) “the methods/procedures are balanced 
and leave little-to-no room for bias,” (iii) “the authors have collected a 
sufficient sample size (i.e., number of customers) to make claims about 
people’s tipping behavior,” (iv) “the customers recruited for this study 

are representative of the rest of the population,” and (v) “the location 
and type of restaurant provided is representative of restaurants in gen-
eral.” Participants rated each of these qualities on 7-point agreement 
scales (1: Strongly disagree; 7: Strongly agree), with higher values 
indicating judgments of higher quality. These items were presented in a 
random order. After three items, participants received an attention 
check that instructed them to select the lowest point on the scale. 

3.1.3.2. Study acceptance. On the following page, participants rated 
their agreement with three statements about whether they do, or would, 
accept the results of the study. Specifically, participants reported 
whether they (i) “accept the results of the study” (ii) “believe the major 
claims the authors make based on these methods” and (iii) “believe these 
findings would replicate in future studies.” Participants assigned to the 
goal information condition responded to similar statements lightly 
modified to ask whether they “would” accept whatever results the study 
found. As above, participants reported their agreement with 7-point 
rating scales (1: Strongly disagree; 7: Strongly agree). These state-
ments were shown in a random order. 

3.1.3.3. Moral judgments. Participants then reported what information 
they thought would be disrespectful to use when forming a belief about 
someone’s tipping behavior. Participants rated their agreement that it 
would be disrespectful to incorporate information for seven attributes, 
including (i) race/ethnicity, (ii) sex/gender, (iii) wealth/social status, 
(iv) quality of food the person ate, (v) quality of service received, (vi) 
quality of restaurant they went to, and (vii) the location of the restaurant 
they went to. These attributes were shown in a random order. As noted 
above, we were most interested in participants’ responses to ‘race/ 
ethnicity’ and ‘sex/gender’; the remaining attributes were distractor 
items. Participants used a 7-point rating scale with every point labelled 
between “Strongly disagree” (1) and “Strongly agree” (7). 

3.1.3.4. Bias attribution and evaluation. Participants then self-attributed 
moral bias and judged the use of moral bias in their evaluation of the 
study. We were primarily interested in self-attribution of bias related to 
judging that it is disrespectful to use race/ethnicity. To measure self- 
attributions of race-respect bias, participants read the following prompt: 

You indicated that you “[race-respect response]” that it is disre-
spectful to use information about a person’s race/ethnicity to form 
beliefs about their tipping habits. How much did this influence how 
you personally evaluated the study? 

The text [race-respect response] was filled in with the response they 
provided in the moral judgments phase of the procedure above. So, if a 
participant reported that they “slightly agree” (corresponding to point-4 
on the 7-point rating scale) that it is disrespectful to use information 
about race/ethnicity, then that participant would have read, “You 
indicated that you ‘slightly agree’ that it is disrespectful…” Participants 
attributed to themselves their degree of bias using a 7-point rating scale 
anchored at 1 (“Did not influence me at all”) and 7 (“Influenced me a 
lot”). On the next page participants evaluated their bias after reading the 
prompt: 

You just (on the previous page) reported that thinking it is disre-
spectful (or not) to use information about race/ethnicity influenced 
you “[bias attribution]” on a scale from 1 (not at all) to 7 (a lot). Do 
you think that this influenced you the right amount, too much, or not 
enough? 

The phrase [bias attribution] was replaced with the response they 
had just provided on the previous screen. In response to this question, 
participants used a 7-point rating scale anchored at − 3 “Did not influ-
ence me enough,” 0 “Influenced me the right amount,” and + 3 
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“Influenced me too much.” Participants repeated the same procedure for 
sex/gender respect bias. Bias attribution and evaluation were always 
paired in the way described above. The order of race-respect bias and 
sex-respect bias was counterbalanced across participants. 

Participants then reported their age and sex, filled out a life satis-
faction survey (which we included as a distraction task) and a 10-item 
social desirability scale (Strahan & Gerbasi, 1972). 

3.2. Results 

We created composite measures of “study quality” (α = .89) and 
“study acceptance” (α = .93) from our five- and three-item scales, 
respectively. We then submitted these composite study quality scores 
and composite study acceptance scores to 2 (Study: Race-Different vs 
Race-Same) × 2 (Study Information: Methods-and-goals vs Methods- 
and-results) ANOVAs. Looking at composite study quality ratings, we 
did not observe a reliable main effect of information condition, F(1, 
1066) = 3.56, p = .059, or study condition, F(1, 1066) = 0.12, p = .732. 
However, we observed the predicted study × information interaction, F 
(1, 1066) = 4.61, p = .032. Examining this interaction in more detail, 
participants evaluated the race-same study nearly identically in the 
methods-and-goals (M = 3.63, SD = 1.37) and methods-and-results (M 
= 3.65, SD = 1.33) conditions, t(540.6) = − 0.17, p = .867, 95% CI 
[− 0.25, 0.21]. However, participants who read about the race-different 
study evaluated that study more harshly in the methods-and-results 
condition (M = 3.49, SD = 1.45) compared to participants in the 
methods-and-goals condition (M = 3.84, SD = 1.42), t(523.88) = 2.77, p 
= .006, 95% CI [0.10, 0.59]. Analyzing study acceptance ratings 
revealed similar evidence for motivated reasoning (see Supplemental 
Materials #3). 

Further evidence for morally motivated reasoning comes from 
examining the relationship between people’s moral judgments and their 
study evaluations. The one condition that presents disrespectful infor-
mation is the results condition for the race-different study. And indeed, 
in this condition only, moral judgments about the use of racial infor-
mation negatively correlated with both study quality, r(258) = − 0.24, p 
< .001, 95% CI [− 0.36, − 0.13] and study acceptance, r(258) = − 0.34, 
p < .001, 95% CI [− 0.44, − 0.22]. Taken together, the results demon-
strate clear evidence of morally motivated reasoning. Additional 

analyses relating patterns of judgment to responses on a social desir-
ability scale suggest that response bias cannot account for the observed 
effects.6 

Participants in the race-different results condition exhibited some 
self-awareness of their morally motivated reasoning (Fig. 3a). We sub-
mitted self-attributions of race-respect bias to a 2 (Study) × 2 (Infor-
mation condition) ANOVA. This analysis revealed main effects of 
information condition, F(1, 1066) = 5.39, p = .02, ηG

2 = 0.02, and study, 
F(1, 1066) = 15.02, p < .001, ηG

2 = 0.01. However, and as predicted, 
these effects were qualified by a significant information × study inter-
action, F(1, 1066) = 8.95, p = .003, ηG

2 = 0.01. Participants who read 
about the race-different study self-attributed more race-respect bias 
when they learned the results of the study (M = 4.24, SD = 1.94) 
compared to participants in the methods-and-goals condition (M = 3.59, 
SD = 2.02), t(524.92) = − 3.78, p < .001, 95% CI [− 0.99, − 0.31]. 
Likewise, participants who read the results of the race-different study 
self-attributed more race-respect bias to themselves compared to par-
ticipants who read the results of the race-same study (M = 3.40, SD =
2.00), t(528.94) = 4.89, p < .001, 95% CI [0.50, 1.17]. Indeed, exam-
ining the means in Fig. 3b shows that participants uniquely self- 
attributed race-respect bias at higher levels in the race-different re-
sults condition. This was the only condition in which participants 
demonstrated morally motivated reasoning. Importantly, we only 
observed this pattern of bias attribution for self-attributions of race- 
respect bias. When we analyzed self-attributions of sex-respect bias, 
we observed no variation in bias across conditions (see Supplemental 
Materials #3). 

Finally, we investigated whether the increase in self attributions of 
bias was associated with changes in self evaluations of bias. Across 
conditions, the majority (74%) of participants rated their bias as ideal (i. 
e., by selecting “0” on the − 3 to +3 scale). Importantly, evaluations of 

Fig. 2. Overview of Study 2 procedure. Arrows indicate the order in which steps occurred, with branches corresponding to randomly assigned between-participants 
conditions, and the bidirectional arrow indicating that task order was counterbalanced. 

6 In the race-different methods-and-result condition, social desirability 
weakly correlated positively with overall study quality, r(258) = 0.12, p = .05, 
95% CI [0, 0.24], and not at all with study acceptance, r(258) = 0.05, p = .41, 
95% CI [− 0.07, 0.17]. And, social desirability did not correlate with judgments 
that it is disrespectful to use racial information, r(1,068) = 0.01, p = .77, 95% 
CI [− 0.05, 0.07]. We discuss response bias in more detail in Supplemental 
Materials #8. 
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race-respect bias did not vary across conditions when we submitted 
responses to a 2 (Study) × 2 (Information condition) ANOVA (ps > .16; 
Fig. 3b). It therefore appears that participants in the race-different 
methods-and-results condition attributed to themselves more bias 
while still judging this increased bias as ideal. To formally test this 
claim, we grouped participants’ bias attribution and bias evaluation 
judgments into a new dependent variable, “bias judgment,” and created 
an independent variable, “bias judgment kind,” that indicated whether 
the judgment was an “attribution” or “evaluation.” We then submitted 
“bias judgments” to a 2 (Study) × 2 (Information condition) × 2 (Bias 
judgment kind) mixed within-between ANOVA. This analysis revealed 
the predicted 3-way interaction, F(1, 1066) = 10.76, p = .001: When 
participants were self-attributing bias, we observe the study × infor-
mation condition interaction whereby participants self-attributed bias in 
the race-different results condition but no other condition. By contrast, 
when participants were evaluating their bias, they evaluated it as ideal 
in all conditions. 

3.3. Discussion 

Participants in Study 2 engaged in morally motivated reasoning. On 
average, they judged the quality of a scientific study more negatively, 
and were less accepting of the study, when that study provided evidence 
for a morally disrespectful result compared to a morally respectful one. 
According to the Objectivity Illusion, participants should deny that they 
engaged in morally motivated reasoning and instead insist that their 
judgments regarding how disrespectful certain beliefs are played no role 
in their reasoning. But this is not what participants did: They recognized 
that they engaged in morally motivated reasoning, and moreover, 
judged their moral bias as justified. These self-attributions of morally 
motivated reasoning were sensitive to the actual presence of morally 
motivated reasoning, as participants only self-attributed bias in the one 
condition for which moral judgments affected their reasoning. And, 
participants only self-attributed biases that were consistent with their 
motivated reasoning (namely moral biases related to race). This latter 
observation, when considered with the fact that socially desirable 
responding did not correlate with any of our measures, speaks against 
the possibility that participants self-attributed biases merely because 
they judged those biases to be desirable. 

4. Study 3 

Researchers have operationalized the “bias blind spot” as a tendency 
to attribute more bias to others than to oneself (Ehrlinger et al., 2005; 
Pronin et al., 2002; West et al., 2012). In past studies, higher attributions 
of bias to others are interpreted as accurate recognition of others’ biases, 
while lower attributions of bias to the self are interpreted as inaccurate 
unawareness of one’s own biases. Based on the findings from Study 2, we 
predicted that this self-other difference would attenuate or reverse for 
moral biases that affect people’s reasoning. Thus, insofar as self-other 
differences in bias attribution constitute evidence for unawareness of 
bias, Study 3 provides evidence against unawareness of bias. As a sec-
ondary goal, we sought to replicate Study 2 using measures similar to 
those used in Studies 1a and 1b. Instead of asking participants to eval-
uate the quality of a scientific study, we directly asked participants to 
report their beliefs about differences in tipping behavior between races. 

4.1. Methods 

4.1.1. Participants 
We recruited 700 people (48% reported male, 51% reported female, 

1% other or unreported, mean age in years = 37 years) from Prolific. 
This sample size yielded 95% power to detect an effect d ≥ 0.30, which 
we observed in a pilot study. 

4.1.2. Design 
Similar to Study 2, participants were randomly assigned either to 

read a short summary of Lynn and Graves (1996), which reports racial 
differences in tipping, or of Mok and Hansen (1999), which reports no 
demographic differences. These summaries included descriptions of the 
methods of each paper as well as their results (see Appendix D). Par-
ticipants assigned to read about Lynn and Graves reported whether they 
accepted the study’s conclusion that “Black people tip less than White 
people on average” (race-different condition) and participants assigned 
to Mok and Hansen reported whether they accepted the study’s 
conclusion that “Black people and White people on average tip the same 
amount” (race-same condition). 

Within each study condition, participants attributed bias both to 
themselves (“self” condition) and to other participants in the study 
(“other” condition) (Bias target manipulation). Additionally, 

Fig. 3. Self-evaluation of bias in Study 2. (A) Participants in the race-different methods-and-results condition were uniquely likely to self-attribute race-respect bias 
(figure displays means and standard errors). (B) However, participants in all conditions rated their reasoning as ideal (figure displays mean and standard errors, scale 
ranged from − 3 to +3). 
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participants attributed two forms of bias: moral bias, in this case 
exhibiting respect toward minorities (“respect” condition), and non- 
moral bias (i.e., “wishful thinking” condition; non-moral condition) 
(bias type condition). Fully crossed, this yielded a 2 (study) × 2 (bias 
target) × 2 (bias type) mixed within-between design. 

4.1.3. Procedure 
Study 3 comprised five tasks: (1) make a prior guess about racial 

tipping differences, (2) read one of two studies documenting evidence 
for either a morally acceptable or unacceptable proposition, (3) evaluate 
one’s belief about tipping behavior in light of exposure to the study, (4) 
attribute bias to self and others, and (5) evaluate one’s own reasoning. 

4.1.3.1. Prior guess. At the beginning of the study, participants were 
told that marketers and scientists are interested in how people spend 
money and how this differs (or not) across demographics. Participants 
then provided their best guess about how Black and White tipping 
compared in the 1990s. Specifically, participants were told, “Please 
provide your best guess for how much more or less – on average – Black 
people in the United States tipped compared to White people in the 
United States in the 1990s. For instance, imagine that White people tip 
on average 15% of their bill. How much, on average, do you think Black 
people tipped, relative to this 15% anchor?” Participants responded 
using an 11-point scale that ranged from − 10% to +10% in steps of 2%. 
Below this, participants reported how confident they felt in their guess 
using a 7-point rating scale anchored at 1 (“Not at all confident”) and 7 
(“Extremely confident”). After providing their best guess, participants 
learned that social scientists have studied this question and that they 
were about to read about one study that has been published on this 
topic. 

4.1.3.2. Read and evaluate scientific study. After reading the summary of 
either Lynn and Graves (1996) (race-different condition) or Mok and 
Hansen (1999) (race-same condition), participants reported whether 
they accepted the conclusions of the study. We used the same procedure 
for measuring belief from Study 1. Participants could select an affir-
matory belief that matched the conclusions of the study (e.g., “Yes I 
believe that, when this paper was published, [Black people in the United 
States on average tipped less than White people in the Houston, TX],”), 
endorse believing the opposite claim, or indicate that they are with-
holding belief. Participants who endorsed the claim matching the con-
clusions of the study were designated “believers”; participants who 
selected one of the other options were designated “non-believers.” We 
provided a text box below this question where participants could 
optionally provide context for their response if they wished. Using the 
same method from Studies 1a and 2, participants reported whether they 
had knowledge of tipping behavior and rated how justified it is to accept 
the conclusion of the study. Believers rated how justified they were to 
hold their belief (actual justification). Non-believers rated how justified 
someone would be, in general, to believe (counterfactual justification). 
Both believers and non-believers responded to these prompts using the 
same 7-point rating scale anchored at 1 (“Not at all justified”) and 7 
(“Completely justified”). 

4.1.3.3. Bias attribution. On the next page, participants reported 
whether they thought that they or other participants in the study were 
biased. To this end, participants reported how much they agreed or 
disagreed with a series of four statements that varied according to a 2 
(bias type) × 2 (bias attribution target) crossed design. One factor 
manipulated the type of bias: respect-bias or wishful thinking. For 
instance, the respect-bias statement about oneself read, “When I formed 
my belief about the tipping study, I was affected by how respectful or 
disrespectful I thought it would be to form beliefs about others based on 
their race.” The wishful thinking item read, “When I formed my belief 
about the tipping study, I was affected by how desirable or undesirable I 

thought it would be for Black people and White people to tip the same 
amount.” These two items were duplicated to be about “other people in 
this experiment.” These four statements were presented in a random 
order for each participant. 

4.1.3.4. Reasoning evaluation. After attributing bias, participants eval-
uated whether they were biased the right amount. As in Study 2, for both 
wishful thinking and respect bias, participants were reminded of the 
response they provided and then evaluated whether they “should have” 
been that biased. Participants responded to this prompt using a 7-point 
rating scale anchored at − 3 (“I was affected less than I ought to have 
been”), 0 (“I was affected to the extent that I ought to have been”), and 3 
(“I was affected more than I ought to have been”). We counterbalanced 
the order of wishful thinking and respect bias evaluation. 

Lastly, participants reported their sex and age. 

4.2. Results 

4.2.1. Prior guess and motivated reasoning 
Participants’ prior guesses regarding tipping leaned toward the 

proposition that Black people tip less than White people on average (M 
= − 0.20, SD = 2.34), t(699) = − 2.41, p = .016, 95% CI [− 0.39, − 0.04]. 
Additionally, participants whose prior guesses favored racial differ-
ences, and participants whose prior guesses were that there were no 
racial differences, were equally confident in their prior guess. Given 
participants’s prior guesses, we observed biased acceptance of the race- 
different and race-same studies: Participants were less likely to believe 
the results of Lynn and Graves’s (race-different) study (53%) than they 
were Mok and Hanson’s (race-same) study (70%), b = − 0.65, SE = 0.16, 
z = − 4.06, p < .001. Participants also felt less justified to believe the 
race-different result (M = 4.62, SD = 1.44 vs. M = 5.13, SD = 1.38), t 
(695.5) = 4.86, p < .001, 95% CI [0.31, 0.73]. However, knowledge self- 
attribution did not differ across the race-different (53%) and race-same 
(58%) conditions, b = − 0.22, SE = 0.15, z = − 1.42, p = .156. See 
Supplemental Materials #6 for a detailed analysis of motivated 
reasoning in this study. 

4.2.2. Bias attribution 
Attributions of bias were subjected to a 2 (Target: self vs other) × 2 

(Bias kind: wishful thinking vs respect) repeated-measures ANOVA. 
Replicating prior work, participants on average attributed more bias to 
others (M = 4.48, SD = 1.43) compared to themselves (M = 3.77, SD =
1.88), F(1, 699) = 171.87, p < .001, ηG

2 = 0.04. Averaged over them-
selves and others, participants attributed more respect bias (M = 4.33, 
SD = 1.70) than wishful thinking (M = 3.92, SD = 1.69), F(1, 699) =
77.47, p < .001, ηG

2 = 0.02. However, as predicted, these main effects 
were qualified by a significant target × bias type interaction, F(1, 699) 
= 11.96, p = .001, ηG

2 < 0.01, such that the difference in bias attribution 
between self and other was significantly smaller for respect bias 
compared to wishful thinking. 

If bias attribution reflects actual bias, then self-attributions of bias 
should vary according to whether (1) the belief that participants formed 
elicited moral concerns and (2) whether participants formed a belief that 
was morally desirable. To test this, we submitted respect bias attribu-
tions to a 2 (Condition: race-same vs race-different) × 2 (Target: self vs 
other) × 2 (Believer status: believer vs non-believer) mixed-design 
ANOVA. As predicted, we observed a significant 3-way interaction of 
condition, target, and believer status, F(1, 696) = 13.78, p < .001. The 
best way to understand this interaction is to consider how attributions of 
race-respect bias vary as a function of target (self vs other) and believer 
status (believer vs non-believer) within the race-same condition and 
race-different condition. We report these follow-up analyses below. 

In the race-same condition, we observed a main effect of target, such 
that on average participants attributed more respect bias to others (M =
4.61, SD = 1.35) than they did to themselves (M = 4.05, SD = 1.90), F(1, 
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351) = 40.52, p < .001, ηG
2 = 0.03. These attributions were not qualified 

by a believer × target interaction, F(1, 351) = 0.05, p = .83, nor did we 
observe differences between believers and non-believers, F(1, 351) =
0.51, p = .475 (Fig. 4A). This pattern of results perfectly replicates the 
“bias blind spot.” We observed a different, but predicted, pattern of 
results in the race-different condition (Fig. 4B). Here we also observed a 
main effect of target, such that on average participants attributed more 
respect bias to others (M = 4.65, SD = 1.43) than they did to themselves 
(M = 4.02, SD = 1.93), F(1, 345) = 43.48, p < .001, ηG

2 = 0.03. However, 
bias attributions were now qualified by a significant target × believer 
interaction, F(1, 345) = 29.59, p < .001, ηG

2 = 0.02. Believers – those 
who accepted the race-different finding – attributed more respect bias to 
others (M = 4.70, SD = 1.39) than they did to themselves (M = 3.60, SD 
= 1.92), t(191) = 8.15, p < .001, 95% CI [0.83, 1.36]. However, non- 
believers attributed equal (and equally-high) respect bias to them-
selves (M = 4.59, SD = 1.47) and others (M = 4.53, SD = 1.82), t(154) =
0.38, p = .701, 95% CI [− 0.21, 0.32]. In other words, non-believers in 
the race-different condition did not attribute bias to themselves and 
others in a way predicted by the bias blind spot. 

Further examination of these results reveals that bias attribution was 
sensitive to the presence of bias. Among participants assigned to read 
about the study reporting racial differences (Fig. 4), non-believers 
attributed to themselves greater respect bias (M = 4.54, SD = 1.82) 
than believers did (M = 3.60, SD = 1.92), t(336.01) = 4.65, p < .001, 
95% CI [0.54, 1.33] (Fig. 4B, compare the light gray bars). This differ-
ence in bias attribution is sensible because believers, who accepted the 
new evidence, by nature of their acceptance, are unlikely to have 
engaged in motivated skepticism. We can also compare participants who 
hold the same belief but, by virtue of being assigned to read about 
different studies, were exposed to different information. For instance, 
non-believers in the race-different condition and believers in the race- 

same condition both, at the end of the study, deny racial differences. 
However, the “non-believers” in the race-different condition read evi-
dence against this rejection, and so needed to engage in motivated 
reasoning to hold that belief. By contrast, the “believers” in the race- 
same condition did not need to engage in motivated reasoning. And 
indeed, non-believers (who received evidence against their belief) self- 
attributed more bias compared to believers (who received evidence 
for their belief), t(342.98) = 2.74, p = .007, 95% CI [0.15, 0.90]. (For 
reference, the cells we are comparing here are represented by the light 
gray bar in the “reject belief” condition in Fig. 4B, and the light gray bar 
in the “accept belief” condition in Fig. 4A, respectively.) 

4.2.3. Evaluations of reasoning 
Finally, we turned to participants’ self-evaluations of how biased 

they were (or were not). Overall, 60% of participants reported weighing 
respect bias “the right amount.” If people who self-attributed more 
respect bias thought they were wrong to do so, then we would observe 
differences in bias evaluation across condition and believer status. To 
test this prediction, we submitted self-attributions of respect bias eval-
uation scores to a 2 (Study Condition) × 2 (Believer) ANOVA. We found 
that, despite differences in self-attributed respect bias across these 
conditions (Fig. 4, light gray bars), there were no significant effects nor 
interactions in this model (ps > .266). Replicating our analysis from 
Study 2, we grouped respect-bias self-attributions and respect-bias self- 
evaluations into a new dependent variable, “bias judgment,” and created 
an independent variable “bias judgment kind” that indicated whether 
the judgment was an “attribution” or “evaluation.” We then submitted 
“bias judgments” to a 2 (Condition) × 2 (Believer) × 2 (Bias judgment 
kind) mixed within-between ANOVA. We observed the same three-way 
interaction, F(1, 696) = 8.53, p = .004, such that participants varied in 
their self-attributions of respect bias, but they did not vary in their 
evaluations of respect-bias. Additional analyses revealed that the find-
ings above, including the full attenuation of the bias blind spot, replicate 
within the subset of participants who rated their reasoning as ideal (i.e., 
participants who responded “0” to the bias evaluation questions) (see 
Supplemental Materials #4). 

4.3. Discussion 

Study 3 replicated the same morally motivated reasoning that we 
observed in Experiment 2 while using different methods to measure 
belief and expanding to belief-related metacognitive judgments. In this 
study, participants more-readily endorsed, and felt more justified 
believing, a study that reported no racial differences in tipping behavior 
compared to a study that reported racial differences. Our primary 
question, again, was how participants evaluated their morally motivated 
reasoning. Consistent with our expectations, participants who engaged 
in morally motivated reasoning – i.e., those who tempered their 
acceptance of evidence of racial differences in tipping – seemed largely 
aware that they did so. These participants self-attributed greater moral 
bias in their reasoning compared to two groups of participants who did 
not engage in morally motivated reasoning – i.e., those who received the 
same morally risky information but did not temper their belief, and 
those who received morally safe information (and so were not induced 
to engage in motivated reasoning). Finally, just as in Study 2, most 
participants endorsed their morally motivated reasoning as ideal. Thus, 
Study 3 shows additional evidence that people are biased, aware, and 
proud. 

Study 3 also identified a novel boundary condition on the bias blind 
spot: Participants who engaged in morally motivated reasoning attrib-
uted similar amounts of moral bias to themselves and others. This 
finding did not reflect a general tendency among our participants to self- 
attribute bias. Replicating prior work on the bias blind spot, Study 3 
found across all conditions that participants attributed less wishful 
thinking to themselves than they did to others. Additionally, partici-
pants attributed more moral bias to others (replicating the bias blind 

Fig. 4. Study 3 respect bias attribution to self and other (means and ± standard 
error of the mean) across moral acceptability condition and belief endorsement. 
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spot for moral bias) in all conditions except for the one condition in 
which participants themselves engaged in morally motivated reasoning. 
Thus, insofar as the bias blind spot constitutes evidence for the Objec-
tivity Illusion, Study 3 demonstrates evidence against the Objectivity 
Illusion.7 

5. Study 4 

One aim of Study 4 was to replicate findings from Studies 2 and 3 
with other propositions, thereby helping to establish the generality of 
our results. The propositions that we investigated concerned the impact 
of providing gender affirming care8 to adolescents with gender 
dysphoria. A second aim of Study 4 was to test whether people condone 
their tendency to engage in a specific form of morally biased reasoning 
wherein they consider the harms of making a wrong judgment when 
deciding whether they have sufficient evidence for belief (i.e., biased 
hypothesis testing; Trope & Liberman, 1996, or value-based evidential 
reasoning; Cusimano & Lombrozo, 2021a).9 Consistent with past work, 
we expected people’s acceptance of new information to depend on how 
risky they regarded believing that information to be. And consistent 
with the current investigation so far, we expected people to be aware of, 
and to condone, this bias. 

When forming a belief about gender affirming care for adolescents, 
there are two opposing errors to worry about. One error would be to 
incorrectly reject the claim that gender affirming care helps (a Type 2 
error). This error risks (among other things) harming youth who would 
benefit from early care but not receive it. The opposing error would be to 
incorrectly accept this claim (a Type 1 error). This error risks (among 
other things) harming youth who may get affirming care but not need it 
(or might otherwise regret it). We hypothesized that people’s moral 
concerns regarding which harms are more important to prevent would 
predict their acceptance of new information about gender affirming 
care. For instance, some people are especially worried about the risk of 
incorrectly concluding that affirming care is helpful because they think 
that it is a bigger tragedy for someone to get gender affirming care and 
regret it compared to the tragedy of failing to get care that one needs. 
These individuals should be especially skeptical toward – i.e., biased 
against – new evidence that gender affirming care is helpful. By contrast, 
people who rank the tragedy of these outcomes in the opposite way 
should be biased against accepting new evidence that gender affirming 
care is not helpful. We tested these predictions by exposing participants 
to new information about gender affirming care and then measuring the 
impact of their concerns on their acceptance of that information. 

According to the Objectivity Illusion, people do not realize the role 
that value-laden error management plays in their belief formation. 
Instead, people should think that they view the world “directly” in a way 
“unmediated” by their cares and concerns (e.g., Ross & Ward, 1996). 
And if people did realize that their concerns were pivotal to their belief, 
then they should judge their beliefs as unjustified. We suspected 
otherwise. We expected that people would recognize the influence of 
their values on their reasoning, and in particular, recognize (and 

condone) the value-laden way that error management tempers their 
acceptance of new information. 

Pilot testing confirmed a few important facts about how our target 
sample of adult Prolific users thinks about gender affirming care in ad-
olescents. First, their primary concern about providing adolescents with 
gender affirming care is its potential harms and benefits. In one pilot (N 
= 101), both liberals (M = 4.66, SD = 0.54) and conservatives (M =
4.11, SD = 1.03) rated this concern highly (on a 5-point scale), and both 
liberals (79%) and conservatives (71%) selected “the potential harms 
and benefits” as the most important consideration from a list of common 
considerations. Second, most of our participants (around 65–70%) re-
ported having no direct experience or knowledge about this topic. This 
means that if we present people from this population with new data 
about gender affirming care, their impression should be responsive to 
the new information (because they start off with little information on the 
topic) but selectively tempered by their concerns about making a 
harmful error in judgment. 

5.1. Methods 

5.1.1. Participants 
We recruited 800 people (52% reported Male, 48% reported Female, 

<1% other/did not report; average age = 43 years) from Prolific. We 
limited recruitment to Prolific users who had completed at least 30 
studies and no more than 10,000 and who had an approval rate of at 
least 90%. We also limited recruitment to users over the age of 30 to 
reduce the number of participants that we would later exclude for 
having prior knowledge on the topic.10 

5.1.2. Design and stimuli 
In the main section of the study, participants read about a published 

study investigating the impact of puberty suppressants on gender 
dysphoric adolescents in the Netherlands (De Vries, Steensma, Dor-
eleijers, & Cohen-Kettenis, 2011). De Vries and colleagues’ study used 
two outcome measures: (1) “psychological functioning” (measured via a 
depression scale and parent-report and self-report measures of attitude 
and behavior problems), and (2) “gender dysphoria” (measured via 
gender dysphoria and body image scales). The authors measured these 
outcomes in a sample of 70 adolescents before the teens started taking 
puberty suppressants and then measured them again two years later. 
Results for these two outcomes differed. Psychological functioning 
improved over time, providing superficial support for the claim that 
gender affirming care is overall good for gender dysphoric teens. But 
feelings of gender dysphoria did not change over time, providing su-
perficial support against the claim that gender affirming care is helpful 
for teens.11 At the start of the study, participants were randomly 
assigned to read one of these two outcomes: psychological functioning 
(“Improvement / Psychological Functioning” Condition) or gender 
dysphoria (“No Improvement / Gender Dysphoria” Condition). Full text 
of the stimuli for these two conditions is available in Appendix D. 

7 In Supplemental Materials #5 we report a conceptual replication of Study 3 
(N = 500). We replicate differences in belief acceptance and justification, 
observe the same pattern of bias attribution between the self and others, and 
importantly, observe the same pattern of bias attribution based on condition 
and believer status.  

8 Gender affirming care refers to interventions designed to support and affirm 
an individual’s gender identity when that identity does not correspond to the 
gender assigned at birth. In Study 4 we focus on people’s beliefs about puberty 
blockers. 

9 This kind of bias may have been operative in Studies 2–3. That is, partici-
pants might have held the claim that there are racial differences to a stricter 
evidential standard because they found it relatively morally risky. One of the 
ways that Study 4 goes beyond Studies 2–3 is by directly measuring the concern 
participants place on certain judgment errors. 

10 A recent Pew Research Poll reported that 53% of people under 30 knew at 
least one person who had received or wanted to receive gender affirming care 
(Pew Research Center, 2021).  
11 We say “superficial” because of the lack of a control group in this study. For 

instance, the finding that gender dysphoria did not change seems like a frus-
trating result for advocates of gender affirming care, but it is possible that a 
control group would have shown worsening feelings over time as their puberty 
advanced. Likewise, the finding that psychological functioning improved over 
the two-year period seems like a helpful result for advocates of gender affirming 
care, but it is possible that 16-year-olds tend to function better than 14-year- 
olds. Nevertheless, describing these results as “superficially” supportive vs 
unsupportive is warranted given how our participants responded to them. 
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5.1.3. Procedure and dependent measures 
At the start of the study, participants read an introduction to the 

topic of gender affirming care that familiarized them with common 
terms and summarized the reasons that advocates and opponents of such 
care typically have for their views. Participants then read that they were 
going to learn about a real study on the topic. They were further told that 
the study is one of only a few that has looked at the topic and that (in 
part for this reason) it is widely referenced in the scientific literature. 
Then participants completed the following tasks in order: (1) reported 
their prior experience with the topic, (2) reported relevant moral judg-
ments, (3) read an overview of the methods of De Vries et al. (2011), (4) 
read about one of the two key dependent measures, either psychological 
functioning or gender dysphoria, based on condition, (5) reported 
whether they believed the outcome of the study, (6) reported what 
factors influenced their judgment of the study, and finally (7) reported 
whether they reasoned as they ought to. We will describe each these 
steps below. 

5.1.3.1. Background and current beliefs. Participants reported whether 
each of four statements accurately described their background with 
gender affirming care (e.g., “I know several people who, as teenagers, 
received, or wanted to receive, gender affirming care”). Participants 
then reported their “best guess” about whether gender affirming care is 
overall helpful or harmful for teens with gender dysphoria. To do this, 
participants reported the expected outcome, after two years, for 
fourteen-year-olds with gender dysphoria who receive puberty sup-
pressants compared to teens who do not receive puberty suppressants. 
They provided their “best guess” using a 7-point rating scale with the 
following values: “extremely better,” “a lot better,” “a little better,” “no 
different,” “a little worse,” “a lot worse,” and “extremely worse.” They 
then reported how confident they felt in their guess (1: not at all 
confident, 5: extremely confident). 

5.1.3.2. Moral concerns about errors in judgment. Participants next re-
ported the importance they place on the Type 1 (false acceptance) and 
Type 2 (false rejection) errors discussed above. To measure sensitivity to 
false acceptance, participants reported their agreement with the state-
ment, “Given how bad it would be for someone to get gender affirming 
care but then regret it, it would be risky to conclude that gender 
affirming care is overall helpful to teenagers with gender dysphoria.” To 
measure sensitivity to false rejection, participants reported their 
agreement with the statement, “Given how bad it would be for someone 
to need gender affirming care but never get it, it would be risky to 
completely rule out the possibility that gender affirming care is overall 
helpful to teenagers with gender dysphoria.” Participants used 7-point 
rating scales anchored at 1 (“completely disagree”) and 7 (“completely 
agree”). As an indirect measure of the relative importance of these two 
kinds of errors, participants also filled in the blank from the following 
statement, “Needing gender affirming care but never getting it would be 
[blank] compared to getting gender affirming care but regretting it,” 
using a 5-point scale (“much worse”, “a little worse”, “equally bad”, “a 
little better”, “much better”). 

5.1.3.3. Exposure to scientific study. Participants read about the study in 
two stages. First, participants read a general overview of the methods of 
the study. This overview included a short description of the sample 
population, description of the general methodology, and the main ana-
lytic strategy (namely, comparing responses within this single group 
across the two time points). 

On the next screen, participants read about one of the two main 
outcomes – either gender dysphoria or psychological functioning – 
based on the condition they had been assigned. Participants first read 
about the methods that De Vries and colleagues used to measure either 
gender dysphoria or psychological functioning. This description 
included a list of the key dependent measures (e.g., “gender dysphoria 

scale” or “depression inventory”) alongside short descriptions of the 
measure. Participants then read the results. For each measure, partici-
pants read what the authors found at Time 1 (before taking puberty 
blockers) and Time 2 (two years later), and whether there was a sta-
tistically significant difference between the two time points. At the 
bottom of the screen, participants read a quote from the authors of the 
study summarizing the finding. In the “Improvement / Psychological 
Functioning” condition, participants read, “Based on these results, the 
authors wrote, ‘psychological functioning of adolescents diagnosed with 
gender identity dysphoria had improved in many respects after an 
average of nearly 2 years of [puberty suppressants]’ (p. 2281).” In the 
“No Improvement / Gender Dysphoria” condition, participants read 
“Based on these results, the authors wrote, ‘puberty suppression did not 
result in an amelioration of gender dysphoria’ (p. 2281).” 

5.1.3.4. Belief. Participants then indicated whether they believe the 
study’s results. As in Study 3, participants could report whether they 
believe the study (e.g., “Yes, I believe that puberty suppression improves 
psychological functioning in teens with gender dysphoria.”), whether 
they believe the opposite of what the study found (e.g., “No, I believe 
that puberty suppression does not improve psychological functioning in 
teens with gender dysphoria.”), or whether they are withholding belief 
(e.g., “No, I am withholding belief on this matter for now.”). We 
modified the text of the items across condition to match the finding. 

5.1.3.5. Report influences on belief. On the next screen, participants 
were reminded of what the study found and reminded of the belief they 
just reported. We then explained that we were interested in what factors 
influenced their belief about the study, and that they should indicate 
what considerations affected their judgment by reporting their agree-
ment with a series of statements. Two of the statements corresponded to 
moral concerns about making a Type 1 or Type 2 error. The first state-
ment read, “In deciding whether to believe the conclusions of the study, I 
was influenced by a concern about how believing the wrong thing could 
hurt future teens who might get gender affirming care and regret it.” The 
second statement read, “In deciding whether to believe the conclusions 
of the study, I was influenced by a concern about how believing the 
wrong thing could hurt teens who might need gender affirming care but 
never get it.” Endorsement of these statements constituted self- 
attribution of moral bias in belief formation. Participants reported 
their agreement using a 7-point rating scale anchored at 1 (“completely 
disagree) and 7 (“completely agree”). 

We were worried that participants might erroneously agree with 
these statements in the absence of providing them the opportunity to 
cite or discuss what else might have influenced their judgment. To 
address this concern, this part of the study contained two additional 
features. First, the page included three filler items which comprised 
other factors that likely did and did not influence people’s judgment. 
The complete set of items – the two target items above and the three 
filler items – were presented in a randomized order. Additionally, at the 
bottom of the page we provided a large textbox with instructions to 
optionally write any additional comments they have about the study. By 
providing these alternative ways to explain and justify their judgment, 
participants should only self-attribute a concern about the moral risk of 
making a particular error if they detected that concern in their 
reasoning. 

5.1.3.6. Self-evaluate reasoning. As the final task in the study, partici-
pants evaluated whether the degree to which they exhibited concern 
about the moral risk of error was justified. Participants were reminded 
what response they provided to the bias attribution question, and then 
asked whether the moral concern weighed too little, or too much, in 
their judgment. Participants responded to this question using a 5-point 
rating scale anchored at − 2 (“I weighed this concern too little”), 0 (“I 
weighed this concern the right amount”), and +2 (“I weighed this 
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concern too much”). On the same screen, participants responded to the 
same kind of question for the opposing moral concern. These two 
questions were presented in a randomized order. 

5.1.3.7. Demographics and debriefing. At the end of the study, partici-
pants filled out a brief demographics form, and finally, were debriefed. 
As a part of our debriefing, we included a summary of the American 
Medical Association’s stance on gender affirming care, a link to a full 
PDF of De Vries et al. (2011) that the participant could download, and 
references for two recent studies investigating the impact of gender 
affirming care on adolescents. 

5.2. Results 

5.2.1. Descriptive statistics 
Participants mostly came into the study expecting that gender 

affirming care would be helpful to teens with gender dysphoria. The 
median and modal prior guess was that affirming care would make teens 
“a little better off” (“3” on the 7-point rating scale), while the mean 
guess was between making teens “a little better off” and “no different” 
(M = 3.59, SD = 1.57). This prior guess was mostly weakly held: 62% of 
participants reported no prior experience with or knowledge of the 
topic, and their average confidence in their prior guess was in the middle 
of the scale (Mean = 3.01, Median = 3, SD = 1.09). 

Participants on average felt equally concerned about the risks of false 
acceptance (M = 4.39, SD = 1.85) and false rejection (M = 4.31, SD =
1.81) of the hypothesis that gender affirming care is helpful, t(799) =
0.79, p = .428. However, those who cared more about one of these risks 
cared less about the other, r(798) = − 0.42, p < .001.12 For the analyses 
below, we created a composite “moral judgment” predictor by sub-
tracting participants’ concern about false acceptance (i.e., how bad it 
would be to wrongly believe that care is helpful) from their concern 
about false rejection (i.e., how bad it would be to wrongly believe that 
care is not helpful). This yielded a relative moral risk judgment for each 
participant such that higher values indicated greater concern about false 
acceptance and lower values indicated greater concern about false 
rejection. Even though moral judgment correlated with prior belief 
about affirming care (r = 0.49), there was also clear separation between 
the two. Consider participants who provided the most common prior 
guess (that affirming care would make adolescents a little better off). 
These participants split 41%/59% in terms of caring more about false 
acceptance than false rejection, respectively. Given some independence 
of participants’ prior beliefs, and moral concerns, we turned to whether 
their moral concerns predicted their acceptance of new information. 

5.2.2. Evidence of morally biased reasoning 
Moral judgments about the risks of accepting or rejecting a particular 

belief predicted acceptance of the belief, thereby demonstrating moti-
vated reasoning. We regressed belief (1: yes, 0: no) on prior guess, 
condition, and moral judgment, the interaction of prior guess and con-
dition, and the interaction of moral judgment and condition, using a 
logistic regression. The interaction of prior guess and condition ac-
commodates the observation that participants may rationally discount a 
study’s findings when those findings are incongruent with their prior 
beliefs. However, we also observed a significant moral judgment ×
condition interaction, b = − 0.44, SE = 0.07, z = − 6.15, p < .001 (Fig. 5), 
indicating that participants’ relative weighting of the moral risks of 

error affected their beliefs differently depending on whether accepting 
the finding risked one kind of error or the other. 

We next examined the role that participants’ relative moral risk 
judgments played within each condition. Within each condition, we 
regressed belief (1: yes, 0: no) on participants’ prior guesses and their 
moral judgments. In the Psychological Adjustment condition, partici-
pants who were especially concerned about wrongly believing that 
affirming care is helpful were less likely to accept the study’s conclusion 
(after accounting for their prior belief on the matter), b = − 0.21, SE =
0.05, z = − 3.85, p < .001 (Fig. 5B). By contrast, participants with this 
moral concern profile in the Gender Dysphoria condition were more 
likely to believe the study’s finding, b = 0.24, SE = 0.05, z = 4.90, p <
.001 (Fig. 5A). These analyses provide evidence for morally baised 
reasoning. Indeed, these results go beyond Studies 2 and 3 by demon-
strating how opposing moral biases lead people to accept or reject 
opposing claims.13 Given evidence of morally biased hypothesis testing, 
we turn to whether people were aware of and approved of this bias. 

5.2.3. Awareness of morally biased reasoning 
If participants were aware that their moral values affected their 

reasoning, then they should cite them as reasons for their belief (or 
disbelief). And, they should do so in a way that matches the impact that 
the moral concern had on their belief. To test for this possibility, we 
regressed false acceptance concern, and separately false rejection 
concern, on condition, believer status (1: yes, 0: no), and the interaction 
of condition and believer status. As expected, self-attributions of moral 
bias on belief depended both on which finding the participant read (i.e., 
what risk accepting the finding would engender) and whether they 
believed the finding. We observed this significant interaction for both 
concern about the risk of false acceptance, F(1, 796) = 57.73, p < .001, 
ηG

2= 0.07, and concern about the risk of false rejection, F(1, 796) =
150.74, p < .001, ηG

2= 0.16 (Fig. 6). 
Consider participants’ concerns about mistakenly concluding that 

gender affirming care overall helps. Participants who particularly care 
about this error were more accepting of the finding that puberty sup-
pression does not improve feelings of gender dysphoria, and they were 
less accepting of the finding that puberty suppressants help psycholog-
ical functioning. We found that these participants seemed to be aware of 
the impact that this concern had on their judgment: Participants who 
accepted the null gender dysphoria finding cited this moral concern as a 
stronger influence than participants who did not accept this null finding, 
t(370.67) = − 4.70, p < .001, 95% CI [− 1.27, − 0.52]. Likewise, par-
ticipants who rejected the finding that psychological functioning 
improved cited this concern as a stronger influence on their reasoning 
than participants who accepted that finding, t(363.69) = 5.94, p < .001, 
95% CI [0.75, 1.50]. 

Consistent with our predictions, we also observed an inverted 
pattern of self-attributions for the opposing moral concern. Recall that 
participants who were most worried about failing to believe accurately 
that affirming care is beneficial were more accepting of the finding that 
psychological functioning improved and less accepting of the finding 
that gender dysphoria did not improve. Consistent with the hypothesis 
that participants recognize the impact of these moral concerns in their 
reasoning, participants self-attributed these concerns more when they 
accepted (rather than rejected) the finding that psychological func-
tioning improved, t(378.36) = 7.86, p < .001, 95% CI [1.05, 1.76]. 

12 These judgments correlated sensibly with the item that directly asked par-
ticipants to indicate which outcome (getting care and regretting it or needing 
care and not getting it) was worse. Participants who thought that getting care 
and regretting it was worse reported being more concerned about false accep-
tance, r(796) = 0.57, p < .001, while participants who thought that needing 
care and not getting it would be worse were more concerned about false 
rejection, r(796) = − 0.37, p < .001. 

13 The results stated in this paragraph could have been written by focusing on 
participants with the opposing moral concern. Participants especially con-
cerned with false rejection of gender affirming care were more likely to accept 
the Improvement / Psychological adjustment finding, but less likely to accept 
the Null / Gender dysphoria finding. It is easier to appreciate the impact of 
morality by looking at how it affects belief formation among participants who 
all share the same prior belief. We report a pre-registered analysis that does this 
in Appendix F. 
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Likewise, they self-attributed this concern more when they rejected 
(rather than accepted) the finding that feelings of gender dysphoria did 
not improve, t(393.91) = − 9.54, p < .001, 95% CI [− 1.93, − 1.27]. 

5.2.4. Evaluation of moral bias 
What did participants think about the role that their moral concerns 

played in their acceptance or rejection of the study’s conclusions? As 
expected, participants by-and-large judged their reasoning to be ideal. 
76% reported that they weighed a concern about false acceptance “the 
right amount” in their judgment, and likewise, 78% reported that they 
weighed a concern about false rejection “the right amount.” We ex-
pected there to be little variation in evaluations of one’s biases because 
participants should evaluate their moral bias as ideal whether they 
weighed it a little or a lot. To test this, we regressed evaluation of moral 
bias on condition, belief (1: yes, 0: no), and the interaction of condition 
and belief. Our prediction was borne out for concerns about false 
acceptance (ps > .20). However, we observed a significant condition ×
belief interaction in participants’ evaluation of their false rejection 
concern, F(1, 796) = 10.26, p = .001: Participants who were more likely 
to cite false rejection risks were slightly more likely to say that this 
concern affected them too much compared to participants who did not 

cite this concern. We followed up these analyses by testing whether, 
across condition and believer status, variation in endorsement of one’s 
reasoning was greater than variation in self-evaluations of one’s 
reasoning. As expected, we observed a significant 3-way interaction 
between believer status, condition, and judgment type (bias attribution 
vs bias evaluation) for both concern about false acceptance, F(1, 796) =
59.12, p < .001, and concern about false rejection, F(1, 796) = 124.59, p 
< .001. Accordingly, participants varied a lot in their sense that certain 
moral biases affected their reasoning, but they varied much less in their 
sense that they had reasoned as they ought to.14 

5.2.5. Robustness/replicability 
We replicated the findings above using several different preregis-

tered exclusion criteria. One concern we had was that our single-item 

Fig. 5. In Study 4, the relationship between prior belief, relative concern about the risk of false acceptance vs false rejection that gender affirming care is helpful, and 
acceptance of the scientific study’s findings. Trend line displays logistic fit, median split for visualization. 

14 Following the procedure in Study 2, we also restricted our analyses to only 
participants who reported weighing the concerns of error in their judgment “the 
right amount.” All of our findings replicate, demonstrating motivated reasoning 
and awareness of motivated reasoning among the subset of participants who 
report the influence of moral concern on their reasoning as ideal. 
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measure that records participants’ prior beliefs about gender affirming 
care would not fully capture the nuance or complexity of their prior 
beliefs. In turn, our demonstration of morally motivated reasoning could 
be confounded if participants have some un-measured private infor-
mation that licenses them to reject incongruent new information and 
that correlates with their moral judgments. To address this concern, we 
replicated our analyses after removing all participants who plausibly 
had prior information that would rationally license them to discount 
new information. We did this in two ways. First, we replicated our re-
sults among the subset of participants who self-reported being uncon-
fident in their prior guesses. And second, we replicated our results 
among participants who reported having no experience with the topic (i. 
e., they answered “no” to all four background questions). Independent of 
this specific conern, we have also replicated these findings in two 
additional studies (N = 600; N = 1000; Supplemental Materials #7) that 
used different methods for measuring moral judgments and approval of 
morally motivated reasoning. In short: The results reported above are 
highly replicable and robust to different exclusion criteria and question 
wordings. 

5.3. Discussion 

Study 4 replicated our findings from Studies 2 and 3 in a new context 
while further illuminating one way in which people might feel “Biased 
and Proud.” Our starting point was the observation that belief formation 
is sensitive to the relative risks of harm that people associate with 
different errors in judgment. Thus, one source of bias in everyday 
reasoning comes from people accepting or withholding belief based on 
whether doing so is risky in light of their goals and values. We docu-
mented a moralized version of this bias, wherein people’s concerns for 
the well-being of adolescents who might regret care (or might never get 
it) tempered their acceptance of new evidence that such care is benefi-
cial or not. We found that participants who were relatively more con-
cerned about wrongly assuming that puberty suppressants were helpful 

were less accepting of new evidence that suggests such care is helpful 
(compared to participants were relatively more concerned about making 
the opposite error in judgment). These participants were also more 
accepting of (equally strong) new evidence that such care is not helpful 
(compared to participants relatively more concerned with making the 
opposite error in judgment). As in Studies 2 and 3, participants’ biased 
acceptance of new evidence could not be fully explained by appeal to 
their prior beliefs. 

Moreover, participants exhibited awareness and acceptance of their 
morally biased reasoning. Consider, for instance, participants who 
rejected the scientific study when it reported that gender affirming care 
improved psychological functioning. These participants tended to worry 
about the risk of harm that would befall teens who might get gender 
affirming care and regret it. This is consistent with the model of biased 
hypothesis testing, described above, wherein people seem to hold risky 
beliefs to stricter standards. And indeed, these participants were also 
likely to cite this moral concern as a reason why they rejected the study’s 
finding. We found the same pattern of judgments, except for the 
opposing moral concern, for participants who rejected the study when it 
showed evidence that gender affirming care was not beneficial. Finally, 
participants by and large accepted their biased reasoning as ideal. Not 
only did most participants say that they weighed each moral concern 
“the right amount,” but these findings replicated when we restricted our 
sample to only participants who thought they correctly weighed moral 
concerns. 

6. General discussion 

Our beliefs about our beliefs – including whether they are biased or 
justified – play a crucial role in guiding inquiry, shaping belief revision, 
and navigating disagreement. One line of research suggests that these 
judgments are almost universally characterized by an illusion of objec-
tivity such that people consciously reason with the goal of being objec-
tive and basing their beliefs on evidence, and because of this, people 

Fig. 6. For Study 4, the mean (and standard error) of moral concern attribution as an influence on one’s judgment across concern type, condition, and believer status.  
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nearly always assume that their current beliefs meet those standards. 
Another line of work suggests that people sometimes think that values 
legitimately bear on whether someone is justified to hold a belief 
(Cusimano & Lombrozo, 2021b). These findings raise the possibility, 
consistent with some prior theoretical proposals (Cusimano & Lom-
brozo, 2021a; Tetlock, 2002), that people will knowingly violate norms 
of impartiality, or knowingly maintain beliefs that lack evidential sup-
port, when doing so advances what they consider to be morally laudable 
goals. Two predictions follow. First, people should evaluate their beliefs 
in part based on their perceived moral value. And second, in situations in 
which people engage in morally motivated reasoning, they should 
recognize that they have done so and should evaluate their morally 
motivated reasoning as appropriate. We document support for these 
predictions across four studies (Table 1). 

In Studies 1a and 1b, participants reported their beliefs about a va-
riety of topics and indicated how justified they felt in their beliefs. Ac-
cording to the Objectivity Illusion, people should only hold beliefs that 
they think impartially reflect their evidence. However, we found that 
participants’ beliefs and belief evaluations reflected a combination of 
their appraisals of their evidence and their appraisals of how morally 
good the belief was to hold. For instance, participants’ beliefs that God 
exists, and that animals experience emotions just like humans do, out-
stripped self-assessments of evidential strength and were partly 
explained by how morally good they thought those beliefs were. Indeed, 
participants were most likely to self-attribute an evidentially irrational 
belief – a belief that they thought lacked evidential support – when they 
associated the belief with moral value. As a result, in a substantive 
proportion of trials, participants reported believing something, lacking 
evidence for it, and feeling justified in their belief for moral reasons. At 
least for some common and moralized factual beliefs, people seem to 
think that their beliefs are morally biased and justified in part by their 
moral biases. 

Studies 2–4 then demonstrated that people are some sometimes 
sensitive to the presence of moral bias in their reasoning. In Studies 2 
and 3, participants read about a scientific study that offered evidence 
either that Black people tipped less than White people or that Black and 
White people tipped the same. Participants largely thought that the 
former proposition was morally risky to believe whereas the latter was 
not. And as expected, participants exhibited morally motivated skepti-
cism by evaluating the study making the morally risky claim more 
harshly (Study 2), and endorsed the morally safe belief at a higher rate 
(Study 3). Contrary to the Objectivity Illusion, however, we found that 
participants who engaged in morally motivated reasoning self-attributed 
the moral bias that motivated their reasoning. Indeed, self-attributions 
of moral bias were sensitive to the presence of bias in reasoning: Par-
ticipants who did not engage in morally motivated reasoning self- 
attributed bias at lower rates. And in Study 3, participants who 
engaged in morally motivated reasoning, and recognized that they did 
so, assumed that other people in the study were as biased as they were. 
This latter finding eliminates the well-documented “bias blind spot,” 
which is a tendency for people to assume that others are more biased 
than they are. Finally, participants who recognized their moral biases 
thought that they were reasoning just as they ought to. Participants did 
not naively think they were objective, but instead felt a sense of justi-
fiable self-respect about their biased reasoning – they were “Biased and 
Proud.” 

Study 4 replicated the recognition and endorsement of moral bias in 
the context of learning about the impact of gender affirming care on 
adolescents with gender dysphoria. Study 4 took advantage of the fact 
that, in this context, people vary in the relative concern they attach to a 
“false positive” (such as wrongly assuming that gender affirming care is 
helpful) and a “false negative” (such as wrongly dismissing the idea that 
gender affirming care is helpful). A common bias in reasoning is a ten-
dency to be skeptical of new evidence that risks an error that one is 
especially concerned about. And indeed, when participants learned 
about a study on gender affirming care, whether they accepted the 

study’s results depended on whether the results they read about rec-
ommended a belief they thought was risky to form. For instance, par-
ticipants who were concerned about the harm of falsely concluding that 
puberty blockers are helpful were less likely to accept new evidence that 
puberty suppressants improve psychological adjustment. However, 
participants with this same profile of concern were more likely to accept 
(equally strong) evidence for the (subjectively less risky) claim that 
puberty blockers do not improve feelings of gender dysphoria. And just 
as in Studies 2 and 3, participants were aware, and thought it appro-
priate, that they tempered their beliefs in light of these concerns. Study 4 
also expanded on Studies 2 and 3 by studying a context that elicited 
competing, and stereotypically liberal and conservative, moral con-
cerns. Both sets of participants – those motivated to disregard evidence 
that puberty blockers are beneficial and those motivated to disregard 
evidence that they are not – were shown to be motivated reasoners, 
aware of their motivated reasoning, and accepting of their motivated 
reasoning. Being “Biased and Proud” does not appear to be uniquely 
liberal or conservative. 

This work builds on the recent discovery that people sometimes 
positively evaluate bias in other people’s beliefs (Cusimano & Lom-
brozo, 2021a; Tenney et al., 2015). But prior to the current investiga-
tion, there were serious reasons to doubt that positive evaluations of 
others’ biases would extend to the self. For instance, even though people 
believe that others sometimes ought to hold overly optimistic beliefs 
(Tenney et al., 2015), it is plausible that people would never say of one 
of their own beliefs that it is overly optimistic. Indeed, one of the most 
important claims of the Objectivity Illusion is that reasoning is con-
strained such that people only hold beliefs that they can think are un-
biased (Kruglanski, 1996; Kunda, 1990; Pyszczynski and Greenberg, 
1987). Accordingly, if someone realized that their belief was overly 
optimistic, they would immediately correct it (Pronin et al., 2004). If 
motivated reasoning is constrained in this way, then the standards that 
people apply to others’ beliefs that condone bias would be inert in their 
own reasoning. Thus, in extending the importance of moral evaluations 
of belief formation into people’s own reasoning, the present studies 
challenge the notion of the Objectivity Illusion as a near-universal 
description of metacognition. This result entails that one of the most 
important implications of the Objectivity Illusion, namely that reasoning 
is constrained by people’s need to think of themselves as unbiased, is 
wrong. Below we discuss some of the implications that follow for un-
derstanding disagreement and debiasing belief. 

6.1. Disagreement and belief-based conflict 

Our findings offer a new way of thinking about why disagreements 
between parties may be so difficult to resolve. Prior explanations appeal 
to a tendency for conflicting parties to erroneously judge themselves as 
objective and their opponents as biased. This explanation leads to the 
prediction that, if one side viewed the other as objective and themselves 
as biased, then the conflict would dissipate. Our results suggest other-
wise. Consider for instance results from Study 4, and in particular the 
analysis we report in Appendix F. Here we observed two groups of 
people who shared the same prior belief but varied in their moral con-
cerns about which errors in judgment were more important. As a result 
of their moral biases, these two groups come to different conclusions 
based on the same new information. But pointing out to these two 
groups that their disagreement reflects their different moral concerns 
would not change their mind or resolve their disagreement! They 
already know that their moral concerns influenced their judgment, they 
just think that they are right to be influenced in the way that they are. It 
is easy to see how this dynamic could play out in conflicts of even higher 
stakes: An atheist and a fundamentalist (who associates their belief with 
moral value) are unlikely to resolve their debate by both agreeing that 
there is little evidence for God. These kinds of disagreements may persist 
because people hold incompatible views regarding what beliefs are 
morally recommended. Accordingly, resolving conflicts between parties 
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may require coordinating not only on what is warranted on the basis of 
evidence, but also what is warranted on the basis of moral 
considerations. 

6.2. Implications for interventions to reduce motivated reasoning 

The observation that people sometimes regard their motivated 
reasoning as justified raises practical challenges for interventions aiming 
to limit motivated reasoning. Namely, insofar as people believe they are 
justified in being biased, they will dismiss and resist interventions that 
aim to debias them. At the same time, if people are sometimes biased 
because they think that they ought to be, then psychologists may be able 
to debias people by changing what norms people use to evaluate their 
beliefs (for instance, by affirming the value of impartiality). While 
psychologists have pursued many strategies for debiasing reasoning (e. 
g., educating people about biases they are unaware of, see, e.g., Baron, 
2008; Milkman, Chugh, & Bazerman, 2009), we are not aware of any 
work that has attempted to debias others by affirming the value of 
impartiality. In light of our findings, one promising direction for future 
work is to test whether shifting people’s relative valuation of impar-
tiality and evidentialism changes beliefs (Cusimano & Lombrozo, 
2021a). 

That said, it is important to note that motivated reasoning – despite 
its connotations – is only a description of reasoning, not an evaluation of 
it. Motivated reasoning is only a bad form of reasoning in all cases if 
objective, evidence-based reasoning is an inviolable standard for belief 
formation. However, while there are some arguments that favor such a 
view, these arguments are controversial (Cusimano & Lombrozo, 
2021a). For instance, there is an on-going debate about whether mo-
rality demands that people temper their judgment when making in-
ferences about others on the basis of sex- or race-based statistics 
(Appiah, 1995; Basu, 2018; Bolinger, 2018; Moss, 2018). Thus, it may be 
that participants who tempered their beliefs about race-based differ-
ences in Studies 2 and 3 were reasoning as they ought to. Indeed, it 
would be consistent with the normative doctrine of inductive risk to hold 
beliefs that pose a risk to society to higher standards of evidence 
compared to non-risky beliefs (see Cusimano & Lombrozo, 2021a; 
Douglas, 2021, for discussion). Put simply, it does not follow from the 
observation that people engage in morally motivated reasoning that 
they are reasoning poorly. The normative status of motivated reasoning 
is important to consider because, unless people are unjustified when 
they engage in motivated reasoning, psychologists ought not intervene 
to “correct” that reasoning. We do not take our findings to bear on these 
normative questions one way or the other. Instead, we urge caution in 
claiming that participants are or are not making an error. 

6.3. Claims that do not follow from the evidence we present 

Before concluding, we want to draw attention to three claims that do 
not follow from the evidence that we have presented:  

1) “All beliefs on these topics reflect morally motivated reasoning.” We have 
only shown that when being “impartial” and being “morally good” 
seem to conflict, enough people are prone to opt for the latter over 
the former that we can statistically detect their doing so. This finding 
does not entail that everyone who has formed a belief about, for 
instance, God, racial differences, or gender affirming care, was 
morally motivated when they did so.  

2) “People only/always recognize and condone their morally motivated 
reasoning.” We have only shown that people readily self-attribute 
bias and may be somewhat accurate when they do. It does not 
follow that people are always able to detect moral biases, nor that 
they are always biased when they say they are. We endorse a more 

modest view: People are sometimes ignorant of their biases, and they 
sometimes aren’t. Future work should investigate what features of 
morally charged situations lead people to be aware of, or unaware of, 
their biases. Likewise, our studies do not demonstrate that moral 
biases are the only ones that people acknowledge and affirm. We 
investigated moral biases because they represented the best-case 
scenario for people being aware of their biases. Though we have 
some evidence against people acknowledging non-moral biases in 
their reasoning (see Studies 1a/1b and Study 3), there may be non- 
moral biases that we did not examine, but that people recognize 
and condone.  

3) “People can believe whatever they want.” Motivated reasoning is not 
constrained in the narrow sense that people can only adopt beliefs 
when they think they are unbiased. Additionally, people sometimes 
hold beliefs despite thinking that they cannot back those beliefs up 
with evidence. It does not follow from these findings that people can 
believe whatever they want. But these findings do raise the question 
of what cognitive processes constrain belief, given that they are not 
the simple ones assumed by prior theories. This is an important task 
for future research. 

7. Conclusion 

A great deal of work has assumed that people treat objectivity and 
evidence-based reasoning as cardinal norms governing their belief for-
mation. This assumption has grown increasingly tenuous in light of 
recent work highlighting the importance of moral concerns in almost all 
facets of life. Consistent with this recent work, we find evidence that 
people’s evaluations of the moral quality of a proposition predict their 
subjective confidence that it is true, their likelihood of claiming that 
they believe it and know it, and the extent to which they take their belief 
to be justified. Moreover, people exhibit metacognitive awareness of this 
fact and approve of morality’s influence on their reasoning. People often 
want to be right, but they also want to be good – and they know it. 
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Appendix A  

Table A1 
Index of supplementary materials (available from: https://researchbox.org/150  

Section Pages 

Supplement 1. Study 1a additional analyses 2–6 
Supplement 2. Study 1b additional analyses 7–9 
Supplement 3. Study 2 additional analyses 10–12 
Supplement 4. Study 3 additional analyses 13 
Supplement 5. Study 3 replication (Study S1) 14–23 
Supplement 6. Prior confidence as an alternative explanation to morally motivated reasoning in Studies 2 and 3 24–27 
Supplement 7. Study 4 Replications (Study S2 and Study S3) 28–33 
Supplement 8. Response bias as an alternative explanation to findings from Studies 2–4 34–36  

Appendix B. Study 1a/1b Stimuli 

Study 1a propositions:  

▪ God exists  
▪ Genetically modified foods are safe to eat  
▪ The universe makes sure that people ultimately get what they deserve  
▪ People have free will  
▪ Immigration is good for the United States economy  
▪ The climate is warming due to human activity  
▪ Black holes exist  
▪ There are more than 35 million different species in tropical rainforests  
▪ Social media (like Facebook) is bad for people’s mental health 

Study 1b propositions:  

▪ God exists  
▪ Genetically modified foods are safe to eat  
▪ The universe makes sure that people ultimately get what they deserve  
▪ People have free will  
▪ Men tend to score higher than women on standardized math tests  
▪ I will avoid getting a serious illness (like cancer) in my lifetime  
▪ Women tend to be more neurotic (sad, moody, emotionally unstable), compared to men  
▪ Heaven is real  
▪ Scientists will discover the cure for cancer in the next 10 years  
▪ There is still time to significantly reduce the effects of global climate change  
▪ I have an implicit bias against minorities  
▪ Animals (like pigs and cows) feel emotions just like humans do  
▪ On Jan 6, Trump conspired to overturn the election  
▪ Police in the United States tend to be biased against Black people 

Appendix C. Study 2 stimuli  

Race-different Race-same 

Here are the details of a study published in 1996 by Michael Lynn and Jeffrey Graves in 
the Hospitality Research Journal. 

Here are the details of a study published in 1999 by Connie Mok and Sebastian Hansen in 
the Journal of Restaurant & Foodservice Marketing 

Method for studying tipping behavior: Method for studying tipping behavior: 
The experimenters recruited interviewers from a hospitality service class and gave them 

all a questionnaire and standard set of interview questions to use. 
One of the authors of the study (Hansen) approached all parties who dined at a restaurant 
for dinner over the course of 3 evenings. The restaurant was located in Houston, Texas, 
but the authors of the study did not report what specific restaurant they recruited 
participants from. 

Interviewers stood outside the restaurants and intercepted customers who were leaving. 
They did this at two chain restaurants in Houston, Texas: Bennigan’s and Olive Garden. 

Customers were approached right after the bill was paid for and it was explained to them 
that the restaurant would like to obtain their feedback on their rating of service quality 
and to know more about them so that improvements could be made to better meet their 
needs. 

Upon approaching the customers, the interviewers indicated that they were university 
students conducting a study for a class and asked the customers if they would answer 
several questions. Those dining parties that agreed to participate were asked to have the 
person(s) paying the bill answer the questions. 

They had patrons self-report how much their meal cost and how much they tipped. They 
did nothing to rule out the possibility that customers could lie about how much they 
tipped. 

They had customers report how satisfied they were with the food, and separately, how 
satisfied they were with the service. For instance, customer’s rated food on portion size, 
taste, and price. And they rated service on appearance, knowledge, and friendliness. 
They used a rating scale from 1 “poor” to 5 “excellent”. 

They also had customers self-report how many people were in their group, their gender, 
age, income, and ethnicity. 

(continued on next page) 
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(continued ) 

Race-different Race-same 

Customer’s also reported their bill as well as how much they tipped. The authors of the 
study rejected data from people who reported a percentage instead of a dollar amount 
to weed out people who might have lied about how much they tipped. 

Lastly, they had customers report how satisfied they were with the food, and separately, 
how satisfied they were with the service. For instance, customer’s rated food on portion 
size, taste, and price. And they rated service on appearance, knowledge, and friendliness. 
They used a rating scale from 1 “poor” to 5 “excellent”. 

The interviewers then wrote down the customer’s apparent sex, age, and ethnicity. They ended up with a total of 112 interviews for their analysis. 
They ended up with a total of 161 interviews for their analysis.    

Information 
condition 

Race-different Race-same 

Goal Lynn and Graves were interested in documenting how (i) customer service, 
(ii) food quality, and (iii) demographic factors (sex, age, and ethnicity) predict 
tipping behavior. 

Mok and Hansen were interested in documenting how (i) customer service, (ii) 
food quality, and (iii) demographic factors (sex, age, and ethnicity) predict 
tipping behavior. 

On the next page, you will report how well suited you think the method of this 
study is to these goals. For instance, you will report what the study does well 
and what flaws you think it has. 

On the next page, you will report how well suited you think the method of this 
study is to these goals. For instance, you will report what the study does well 
and what flaws you think it has. 

Results Lynn and Graves made four claims based on the results of their study:   

• Customers left larger tips for more expensive meals.  
• Food quality did not predict tipping.  
• Customers who received better service left bigger tips.  
• White respondents left larger tips (even after controlling for the other 

variables) than did non-white respondents. Thus, “ethnic minorities leave 
smaller tips than do nonethnic customers” (p. 6). 

Mok and Hansen made four claims based on the results of their study:   

• Customers left larger tips for more expensive meals.  
• Food quality did not predict tipping.  
• Customers who received better service left bigger tips.  
• There was no variation across different demographic variables. 

On the next page, you will report how well suited you think the method of this 
study is to providing evidence for these claims. For instance, you will report 
what the study does well and what flaws you think it has. 

On the next page, you will report how well suited you think the method of this 
study is to providing evidence for these claims. For instance, you will report 
what the study does well and what flaws you think it has.  

Appendix D. Study 3 stimuli  

Race-different Race-same 

In 1999, the researchers Connie Mok and Sebastian Hansen published a paper titled, “A 
Study of Factors Affecting Tip Size in Restaurants”. We provide an accurate 
summary below. 

In 1996, the researchers Michael Lynn and Jeffrey Graves published a paper titled, 
“Tipping: An incentive/reward for service”. We provide an accurate summary below. 

These researchers had students interview restaurant customers in Houston, Texas, as they 
were departing the restaurant. They collected information from customers about the 
sizes of their bills and tips, and recorded the customers’ apparent ethnicities. This is a 
common and widely accepted technique for gathering data in this field. 

These researchers had restaurant servers in Houston, Texas, record information about 
their customers. They collected information from servers about their customers’ bill sizes, 
tips, and apparent ethnicities. This is a common and widely accepted technique for 
gathering data in this field. 

They found that better service was associated with larger tips. However, they also found 
that White and Black customers tipped, on average, similar percentages of their bill. 
That is, after controlling for other factors like the quality of service received, there were 
no racial differences in tipping. 

They found that better service was associated with larger tips. However, they also found 
that Black customers tipped, on average, a smaller percentage of their bill compared to 
White customers. That is, even after controlling for other factors like the quality of service 
received, they found racial differences in tipping. 

Even though these researchers recruited over a hundred people, this study has been 
criticized by others for having a relatively small sample size. Other scientists have also 
wondered to what extent this finding generalizes outside the location where these 
researchers conducted their study. 

Even though these researchers recruited over a hundred people, this study has been 
criticized by others for having a relatively small sample size. Other scientists have also 
wondered to what extent this finding generalizes outside the location where these 
researchers conducted their study. 

This research topic is controversial. However, this study has not been retracted since its 
publication. This study has also been cited by many others who have built upon their 
findings and conclusions. By these standards, this study has been accepted within the 
scientific community. 

This research topic is controversial. However, this study has not been retracted since its 
publication. This study has also been cited by many others who have built upon their 
findings and conclusions. By these standards, this study has been accepted within the 
scientific community. 

Screenshot of study: Screenshot of study:  

Appendix E. Study 4 stimuli 

All participants saw the following: 
Here are basic facts about the how the scientists conducted their study: 
Population:  

• Sample size = 70 teens (ages 12–17) in the Netherlands. These were the first 70 eligible candidates for gender affirming medical care between the 
years 2000 and 2008. 

Method:  

• Measure teen mental health at two times:  
○ Time 1: When the adolescent first attended the gender identity clinic, before the start of puberty suppression therapy. (Average age = 14 years 

old.)  
○ Time 2: Two years after receiving suppression therapy, right before starting additional treatment. (Average age = 16 years old.) 
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Analyses:  

• Compare average responses to measures at Time 1 and Time 2. Not all adolescents completed every measure, so most measures included data from 
only 57 of the 70 teens. 

No Improvement / Gender Dysphoria Condition: 
One of the main outcomes that scientists measured was gender dysphoria. They measured gender dysphoria using two scales:  

• Gender dysphoria scale  
○ Adolescents rated agreement with items like: “Puberty felt like a betrayal.” and “I feel unhappy when I have to behave like my assigned sex.”  
○ This is a widely-accepted way to measure gender dysphoria in clinical psychology.  

• Body Image Scale  
○ The scale lists 30 body features. Adolescents rate their satisfaction with each body feature on a 5-point scale. Each of the 30 items falls into one of 

three basic groups based on its relative importance as a gender-defining body feature: (1) primary sex characteristics, (2) secondary sex char-
acteristics, and (3) neutral body characteristics. 

Here is what the scientists found: 
Remember that Time 1 is before receiving puberty suppression and Time 2 is roughly two years after receiving puberty suppression. 
Gender Dysphoria Scale:  

• At Time 1: Adolescents reported severe gender dysphoria.  
• At Time 2: There was no change in reported gender dysphoria compared to Time 1. 

Body Image Scale:  

• At Time 1: Adolescents reported overall low satisfaction with their primary and secondary sex characteristics, but high satisfaction with their 
neutral body characteristics.  

• At Time 2: There was no change in their satisfaction ratings compared to Time 1. 

Based on these findings, the authors wrote, “puberty suppression did not result in an amelioration of gender dysphoria” (p. 2281). 
Improvement / Psychological Adjustment Condition: 
One of the main outcomes that scientists measured was teens’ psychological functioning. Here is how they measured psychological functioning:  

• Child Behavioral Checklist  
○ Parents evaluate their child’s behavior across six topics including aggressive and rule-breaking behavior, other social problems, and emotional 

problems (e.g., “argues a lot”).  
○ (Commonly used in clinical psychology.)  

• Youth Self-Report Scale  
○ Adolescents rate their agreement or disagreement with 100 items that measure emotional or behavioral problems (e.g., “I disobey my parents”, “I 

enjoy being with people”).  
○ (Commonly used in clinical psychology.)  

• Depression Inventory  
○ Adolescents rate their agreement with items such as: “I cry more now than I used to.”  
○ (Commonly used in clinical psychology.) 

Here is what the scientists found: 
Remember that Time 1 is before receiving puberty suppression and Time 2 is roughly two years after receiving puberty suppression. 
Child Behavioral Checklist:  

• At Time 1: Parents reported poor behavior (44% scored in the clinical range).  
• At Time 2: Improvement in behavior (22% scored in the clinical range). 

Youth Self Report Scale:  

• At Time 1: Adolescents exhibited poor psychological adjustment.  
• At Time 2: Adolescents reported better psychological adjustment compared to Time 1. 

Depression Inventory:  

• At Time 1: Adolescents were, on average, more depressed than the general population.  
• At Time 2: Adolescents reported lower depression compared to Time 1. 

Based on these results, the authors wrote, “psychological functioning of adolescents diagnosed with gender identity dysphoria had improved in 
many respects after an average of nearly 2 years of [puberty suppressants]” (p. 2281). 
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Appendix F. Additional study 4 analysis 

In Study 4, the most common prior belief among participants was that gender affirming care would make someone “a little better off” (“3” on a 7- 
point rating scale) (n = 223, 28% of sample). We divided this sample into those who were more concerned about false acceptance (n = 91) and those 
who were more concerned about false rejection (n = 132). As seen in Fig. F1, acceptance of the study’s findings among these participants depended on 
whether the study risked a judgment that the participant was particularly concerned about, b = 2.20, SE = 0.58, z = 3.76, p < .001. Acceptance of the 
Improvement (psychological functioning) finding, b = − 1.34, SE = 0.41, z = − 3.27, p = .001, and Null (gender dysphoria) finding, b = 0.86, SE = 0.42, 
z = 2.07, p = .039, depending on their moral concerns. Participants who were particularly concerned about wrongly believing that gender affirming 
care is helpful were equally likely to accept both new evidence that it would be helpful (consistent with their prior belief) and new evidence that it 
would not be (inconsistent with their prior belief) (b = − 0.07, SE = 0.43, z = − 0.16, p = .874). However, participants who were particularly concerned 
about wrongly believing that gender affirming care is not helpful were much more likely to accept the positive finding (b = 2.13, SE = 0.40, z = 5.32, p 
< .001).

Fig. E.1. In Study 4, the percentage (and standard error) of belief in the study’s finding, across conditions, among participants whose prior guess was that affirming 
care would make teens “a little better” off. 
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